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Chapter 1

Introduction

§1.1 Units and Notation

Before diving in to the meat of the subject, it is necessary to establish the system of units adopted
and some important notation that will follow us through the course. The unit system used in
the class is referred to natural units, in which ¢ = h = kg = 1. This mean that, the only effective
unit left is energy, for which all other units can be expressed in units of energy.

Since this course contains a treatment of relativistic quantum mechanics, it is necessary to distin-
guish between 3-vectors (with spatial components) and 4-vectors (with spacetime components).
To do so, Latin indices (i, j, &, ...) are used to denote 3-vectors while Greek indices (u, v, p,...)
are used for 4-vectors. Furthermore, Einstein sum notation is employed in which a sum over
repeated indices is applied. For instance,

A#AM = A‘ugijV = AoAO + A1A1 + A2A2 + A3A3, (11)

where the g,,,, is the metric tensor. As for derivatives, we use the shorthand notation

V2 = 0,0;
1.2
where 0; = i, (1:2)
(%ci

which translates similarly for derivatives with Greek indices. We will mostly be using the metric
tensor for Minkowski (flat) spacetime in this course, in which the mostly positive sign convention
is adopted,

~1.0 0 0
0 10 0

=10 01 0 (1:3)
0 00 1

Note that this is not the same convention as adopted in the recommended text. Finally if
integrals and sums are written without any limits, they are taken to be integrals/sums over the



CHAPTER 1. INTRODUCTION 2

entire domain

/dx:/_o;da:, y = i . (1.4)

J=—00

§1.2 The Quantum Partition Function

This section provides a brief discussion of the partition function in the context of quantum
mechanics by analogy of the time evolution operator and the density operator. A good reference
for this section is provided in Chp. 1 of “Basics of Thermal Field Theory” by Laine and Vuorinen.
To start off, we begin with the non-relativistic, 1-dimensional Schrédinger’s equation

m% = {—26;% + V(x)] U(z, ). (1.5)

By utilizing a separation of variables, we get the energy eigen equation
Hy(x) = Ev(x), (1.6)
which when solved, can be used to construct the separable solution

Y, t) = e hy(a). (1.7)

In thermodynamics, an important quantity is the partition function Z(T). Having this allows
us to compute other quantities of interest such as the free energy F', and entropy S, by the
relations

oF

F=-ThZ =——. 1.
nz, S 5T (1.8)

In statistical mechanics, it is customary to define 8 = 1/T', which then grants the definition of
the partition function as

Z(T) = Tr {e_ﬂﬁ} : (1.9)

where in quantum mechanics, the trace is over the entire Hilbert space. In quantum mechanics,
given that we have solved for the basis the energy eigenstates |n) (s.t. H|n) = E, |n)), we can
use the completeness of this basis to compute the partition function

(1.10)

These exponents in the sum are known as Boltzmann factors. Let us now consider a simple
example.


https://arxiv.org/pdf/1701.01554.pdf
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Example:
Consider the quantum harmonic oscillator, in which the Hamiltonian is given by
92 mw?z?

o
2m+ 2

(1.11)

and has energy eigenvalues

E,=w (n + 2) : (1.12)

This results in the partition function

Z(T) = e Pw/2 Z e~ Bwn
n=0

ef,Bw/Q
- (1.13)

1
. Bw
251nh(7>

§1.3 The Path Integral

In this section, we are going to see how the quantum partition function leads to a derivation
of the path integral formulation of quantum mechanics. The more common Schrédinger picture
answers the question of the possible positions and their probabilities for a particle to end up,
starting off in some position. The path integral formulation on the other hand, tells us the
probability of transitioning from one position to another by consider all possible intermediate
paths between these 2 points. Since the partition function serves to scope out and in some sense,
collate the entire state space, it seems the appropriate tool to develop such a formulation.

To start off, let us consider the partition function in the position basis. The position basis is
going to be an infinite dimensional Hilbert space, and so will have integrals replacing sums of
the basis states. As such, we have that the partition function can be written as

Z(T) = /d:c (x| e PH |z) . (1.14)

At this point, we realize that since 3 is simply a constant (not an operator), it will always
commute with H. Furthermore, any factorization of 8 will also commute with H and so one can
write

—BH —eH —eH 7eH”' —eH (115)

where ¢ = 8/N for some positive integer N. This splitting of the Boltzmann factor allows us to
insert unities between these different products, which by the theorem of completeness, can take
different basis forms

1=/mmm=/%m@bu. (1.16)
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Notice that there is a difference of 27 that arises between these position and momentum basis,
which comes from normalization ((z|p) = e”*). To keep track of these inserted unities, we can
simply index the variables, starting from the rightmost splitting of the Boltzmann factor. That
is consider the insertion of 3 unities, 2 of which are position bases and the other a momentum
basis. These are inserted sequentially as follows.

Z(T) = /daz (z]e<H .. e~ |z)
= /d:rdxl (x| e~H <A |z1) (z1|2) )
1.17

1 A A »
= on /dmdﬂﬁdpl (x|e " e py) (pr] e |21) (21]2)

1 N N o
= o /d$d$1dp1d$2 (] e~ H | em<H |22) (22]p1) (p1] € A |21 (1)) .

If this process of inserting identities is continued recursively for NV position and momentum bases,
we end up with 2N + 1 integrals with differential element

dz (dzxidzxs ... dzy) (dprdps . . . dpy)
. (1.18)
(2m)N
The integrand would be constituted by matrix elements of the type
(@je1lps) (pjle M |aj) = ePim (pj e |ay) (1.19)
PQ‘ 2
. —e| 524V (z;)|+0O(e
= e PiTit1 (pile [2'” ( ])] () ;) (1.20)
2
. —€ 25 +V(x;
e LGl P (1.21)
— eipjf.wle_e[m"'v(mj)] e~ PiTi (1.22)

if N > 1, so that higher-order corrections due to non-commutation of the momentum and po-
tential operators can be dropped. As such, we are left with the integrand matrix elements

3 _[H Ly ._,mj+1—ma}
(yaalog) (ol e gy oLV 055 (1.23)

N dayd
= Z(T)= lim dm[H k@Pk

N—o0 2
k=1

N T p2 T —w;
—ex [—Q;ﬁvm)fpj—ft .
e =0

] (x1]x), (1.24)

where the (x| on the very left of the integrand is identified as (xy1|. This implies that we have
asserted a periodic boundary condition of zx41 = 2. Since eigenstates are orthonormal, this
implies that (z1]|z) = 0(z1 — =), which simplifies the partition function to

N T p2 T —ms
+1
—e > |:277”+V(o:j)—pj S J]
e =0

N
Z(T) = lim [Hdwkdp’“ (1.25)

N—oc0 2
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§1.3.1 Imaginary Time

Tt is useful to think of the N discretized spatial points as points on a line, separated by ¢ = 8/N
segments. To this end, we define a new discrete variable 7 = je = j3/N. The periodic boundary
condition on space then imposes that the line forms a closed loop, which we call the thermal
circle of circumference 5 (z(r = ) = z(7 = 0)) as visualized in Fig. 1.1.

o (N-1)B
o ® N
(G+1)8
N 9 of
B 18
ve oy
G-1)B 28
I-e o
.. ® @35
') N
4B
N

Figure 1.1: Thermal circle with spacings 8/N.

Of course in the limit as N — oo, 7 serves as a continuous variable which we will refer to
as imaginary time (a.k.a Euclidean time) for which the names will become apparent soon. In
this continuous variable limit, the partition function in Eq. (1.25) will be modified by replacing

d
fm Sz 42 (1.26a)
N—o0 € dr
N B
]\}gnoo € Z — /0 dr, (1.26b)
7=0
N dxkdpk D.D
. zp
1\}51100 [1;[ 27 ] - 2 (1.26¢)

rendering the partition function to be written as

2(T) :/D;f” exp [—/f dr <p2(7) +V(x(7))—p(7)dz<:)>] . (1.27)

2m

Eq. (1.27) above is referred to as the continuum path integral, which is a path integral over the
2 functions z(7) and p(7). We can in fact simplify this expression by noticing that V' (z) is only
a function of z(7) and not p(7). So we can first “integrate out” all the p(r) variables by going
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back to discrete space and evaluating

2
2 .
dp; e*E[TTJn*pj s '7] m o m<w.7’+21%.7’>2
—_— = — €
2w 27e

(1.28)

i=

—e 3 [ (22 ) v

(=}

This can then be expressed in the continuum limit as

B m (1) 2
Z(8) = C/z(())—z(ﬁ) Prexp [_/o o (2 (dd(T )) i VmT)))] , (1.29)
m \N/2
where C = (2*6) .

™

The factor C appears to diverge in the limit of N — oo, however since it seems to play no role in
the actual dynamics of the system, we will do the physicists trick of sweeping weird mathematical
anomalies under the rug. And that was all she wrote. At least for the time being.

The integrand in the exponent however should look familiar to a physicist’s eye, for which (despite
a sign discrepancy) we term it the Fuclidean Lagrangian (since it is parameterized by Euclidean
time):

Lp= % <d‘"2(:>> VYV (2(1)). (1.30)

It is only natural then that the integral be referred to as the Euclidean action
B
Sp = / Lg. (1.31)
0

The sign discrepancy alluded to earlier can be somewhat fixed if we made the transformation
7 = it referred to as a Wick rotation (a 7/2 rotation in the complex plane), so that we instead
have

m [ dz(t)\>
Lg=—— . 1.32
p=-5 (52) +ve (1.52)
This then grants us that Ly = —L(t = —i7), where L is the Lagrangian we are familiar to from

classical mechanics. This transformation is the reason why 7 is also referred to as Euclidean
time in the context of relativistic QFTSs, since in the Minkowski metric we have the invariant
spacetime interval written as

ds* = dx? — dt?, (1.33)

the Wick rotation would grant us the invariant interval in terms of imaginary time as

ds* = dx? + dr?, (1.34)
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which is just a length in ordinary Euclidean space! Correspondingly, we have that for the
action,

e 58 = 9, (1.35)

where S is the classical action. It is not surprising that we see imaginary numbers cropping up,
since we are indeed dealing with the quantum mechanical partition function.

§1.3.2 Solving the Path Integral

Having now this new means of computing the quantum mechanics partition function, it is
only useful if we know how to solve it. To do so, we first consider again the example of the
quantum harmonic oscillator. This will allows us to compare our result with that obtained in
Eq. (1.13).

The first step would be to write down the Euclidean action for this system

Sp = /0/3 dr [7; (dfl(TT))Q + ”MZ;(T)Q] . (1.36)

The quadratic form of the integrand in the action makes moving to Fourier space an appealing
next step, for which we shall oblige. The discrete Fourier transform (due to the periodic boundary
condition on z(7)) is written as

z(r)=T Z e“nTr, (1.37)

where w,, = 27nT are known as the Matsubara frequencies and x,, are the Fourier coefficients.
The temperature prefactor 7', here is inserted for convenience and is purely a convention. We
know that x(7) is a real position coordinate, so it must be that z} = x_,, for which we can
expand these coefficients as x,, = a, + ib,. The general quadratic form in an integral can be
evaluated using the Fourier transform as

B g
/ drz(t)y(r) = T? Z xnym/ drem(wWntwm)
0 o 0

= T262xnym6n,—m, (138)

n,m

= Tany,n = Tany:;
n n



CHAPTER 1. INTRODUCTION 8

Using this identity, the action for the harmonic oscillator can then be evaluated as

o= [ (00" ]

mT
= 7 Tn [zwnzw,n +w ] T_n
= mTT [w? — waw_p] (a2 +b2) (1.39)
= mTT [w? +w?2] (a) +b2)
mTw? 2 — 2 27 (2 2
- ao—i—mTZZ[w + w2 (a2 +b2),

n n=1

where we used the fact that w,, is linear in n, by = 0 and the sum over n without the n = 0 is
perfectly symmetric. Since we are now in Fourier space, the path integral must also be evaluated
in Fourier space for which the Jacobian between x(7) and the z, (and thus a,,b,) coefficient
must be employed. This is given by
det {533(7)}
0y,

We simplify this notation by absorbing the jacobian into the constant C' such that

dag [ [ dandb,. (1.40)

CD,=C

0x(T)
= : 1.41
C C"det { 5e. H (1.41)
As such, we get the path integral
T o0
/dao/lHdandbn exp _n w? a? mTZZ w® +wi] (ap +b2)
non=t (1.42)

\/ Tw2 H mT w2 +w?)’

However, the constant C” still needs to be evaluated, for which one can employ the effective field
theory matching method which leads to the result

T o mTw?
C'= —V2mmT —_— 1.43
2 i nl;[l T ( )

Plugging this back into the path integral formula, we get

w - w? A+ wy
- (1.44)
N 1
- w2 w
w n=1 L+ (27nT)? 251Hh(27)
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which indeed matches the result in Eq. (1.13). The final expression arose from the use of the
identity

sin};(x) _ f[ <1+7§;)_ (1.45)

§1.3.3 Path Integral Formulation of Quantum Mechanics

We shall look more into the interpretation of quantum mechanics in terms of the path integral
we have just derived. In this path integral formulation, we no longer work with operators,
eigenvalues and wavefunctions. Instead, all the elements required to set-up the observables are
purely classical, while the heavy lifting is provided by the infinite number of path integrals in
this representation. So far, the path integral we have seen seems to have a lot more to do with
statistical physics rather than quantum field theory. This section will draw a clear link between
quantum field theory and the path integral.

To begin, we consider again the transition matrix element from position z’ at time t’, to position
x" at time t”

(@ |2, t) = (@] e HE =) 37y | (1.46)
From here, we perform a similar derivation of the path integral, but instead using the integral

iftf” instead of foﬁ dr (i.e. by transforming 7 — it) and positions taken to be x(8) — 2" = z(t"),
2(0) — 2’ = x(t’'). This leads to the path integral

("] el 1) 2’y = C/Dxei S L ) (1.47)

where L is the classical Lagrangian of a point particle. This brings us to the conclusion that the
quantum mechanical transition amplitude and the quantum mechanical partition function are
analogous, which are compared below:

Transition Amplitude Partition Function
Provides probability information | Provides thermodynamic equilibrium information
Uses real-time, ¢ Uses temperature parameter, 7
Formulated in Minkowski space Formulated in Euclidean space
Path integral is ill-defined (e*®) Path integral is well-defined (e=°#)

Table 1.1: Analogies between the quantum mechanical transition amplitude and the quantum mechan-
ical partition function.

It is useful to note that since the partition function consists of a well-defined integral, it can
be evaluated via numerical Monte Carlo methods which opens the door to numerical solu-
tions.

At this point however, the path integral formulated in Eq. (1.47) still only addresses traditional
quantum mechanics which quantizes classical point particles. How then do we transition from
quantum mechanics to quantum field theory? Well, we will have to trade-in the classical La-
grangian L(x) for point particles into the Lagrangian density, £(¢) for classical fields ¢. As such,
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the action would now be S = [ dtd®zL, and so the path integral become

Z:/DIe_IdTLE(z) — Z:/D¢e—fd7d3£E<¢>, (1.48)

where the path integral now runs over all field configurations. It is now time to get into field
theory.



Chapter 2

Introductory Field Theory

This chapter will first touch on classical field theory, which we will then quantize to grant us a
quantum field theory. This will eventually allow us to construct a relativistic theory of quantum
mechanics, i.e. a formalism that combines special relativity and quantum mechanics into a single
theory. However, before we get started, it would be useful to have a review of classical Lagrangian
mechanics for point particles, before we get into the field theoretic descriptions.

§2.1 Review of Lagrangian Mechanics

Starting with the classical action for a one-degree of freedom system,

§— /t "L (q,9), (2.1)

we consider the derivative of the action with respect to ¢(t), written as

St (a(t) +28(t =), 4(0) +d(t = ¢)) = [ atL (a(t), (1))

05la@®)] _ .,
dq(t") £—0 5
i ffif dt [%s&(t —t')+ %55(7& - t’)}
20 e (2.2)
oL oL b trd 9L
=——+ —0(t—t —/ dt————06(t -t
oa@) " oa™ 1, T ), Paagwm )
oL d oL

dq(t')  dt’ 9q(t')’

To extremize S then, we set the first derivative to zero which grants us the Euler-Lagrange
equation
oL d 0L
—_ 2= . 2.3
8(0)  dt0i(0) 23

11
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It is then easy to generalize this result to a system with multiple degrees of freedom by adding
indices to the generalized coordinates, which gives us

oL _i oL
Oq;(t)  dt 0g;(t)

=0. (2.4)

This mechanics for point particles tell us about the dynamics of localized objects in space. On
the other hand, classical field theory tells us about the dynamics of fields which are objects
that extend over all space (e.g. temperature scalar field T'(x,t), wind vector field v(x,t)).
Additionally, we are going to explore relativistic field theories, which must conform to the
specific symmetries in special relativity (i.e. Lorentz invariance).

§2.2 Classical Field Theory

More specifically, a relativistic field theory is on in which its classical action is invariant under
the group of Lorentz transformations. Recall that in special relativity, space and time are no long
independent, and are together known as spacetime. As such, our classical definition of the action
S = f dtL, will no longer allow the preservation of Lorentz symmetries, and must be modified
such that it does. To do so, we introduce a new object known as the Lagrangian density, L, such
that

S = /d%ﬁ, (2.5)

where d*r = dtd®x is the spacetime volume element. The next question we should answer is,
what kind of field should our theory consist of. Arguably, the simplest case would be to start
with a scalar field which denote by ¢(z), corresponding to a single degree of freedom at every
spacetime point x,. From this, the Lagranian density can then be constructed in terms of the
field and its derivatives, only limited by the fact that the Lagrangian density itself must be a
scalar (and consequently Lorentz invariant).

However for the time being, we will consider Lagrangian densities of the form
1
L=~ 30,0(2)0"9(x) ~ V(9), (26)
where V(¢) is an arbitrary well-behaved function of ¢. The resulting action is then

S = /d4 { 0,0(x)0"p(z) + V(9) |, (2.7)

which when extremized produces the equation of motion

oL _, oL
0p " 0(0u9)

=0 (2.8)

We can also derive a Euclidean Lagrangian density by making the change of variable t — —it,
which gives

0r¢0:¢ + 3j¢>5j¢> +V(9) (2.9)

1
2
sp = [t Ba@m¢+vw>, (2.10)

E



13 2.3. RELATIVISTIC QUANTUM FIELD THEORY

where d*zp = drd3z and a = 1,2, 3,4 is the 4-dimensional Euclidean index.

Note: Often, the subscript “E” on xg will be dropped for lighter notation when the
fact that we are working in Euclidean coordinates is unambiguous. Furthermore, we will
simply use x to denote the 4-vector of coordinates, while boldfaced x is reserved for the
3-space coordinate vector.

The geometry of this 4-dimensional Euclidean volume is called a thermal cylinder since T forms
a thermal circle (¢(7 = 0) = ¢(7 = )), from which the other spatial elements dimensions extend
this circle into a cylinder.

Note: Henceforth, the terms “Lagrangian” and “Lagrangian density” will be used inter-
changeably unless a need arises to differentiate the 2 is necessary. Otherwise, the Lorentz
invariant object in assumed.

§2.3 Relativistic Quantum Field Theory

As in the path integral for point particles, quantum nature of the path integral for quantum fields
would be encoded in the infinite-dimensional path integral measure Dy. As such, knowledge of
the classical action allows us full access to the quantum field theoretic partition function. We
shall refer to every physical system comprised of a unique Lagrangian, a quantum field theory
(QFT). Unfortunately, not all classical actions give rise to sensible QFTs and neither can all
QFTs be solved. There nonetheless do exist solvable QFT's, so we shall focus on those.

82.3.1 Free Scalar Field Theory

The first solvable quantum field theory we shall study is known as the free scalar field theory. In

this theory, the Lagrangian

m2 ¢2
2 )

ﬁ:-%uw%¢— (2.11)

is constructed by considering the continuum limit of an infinite number of coupled harmonic
oscillators, where the potential is quadratic in ¢. With such a Lagrangian, we can derive the
equations of motion by means of the Euler-Lagrange equations which for scalar fields was given
in Eq. (2.8). Plugging in the Lagrangian then gives the equation of motion

(O-m?) ¢ =0, (2.12)

where 0 = V2 — 0?2 is the d’Alembert operator and the equation of motion above is known as
the Klein-Gordon equation.

Alternatively, since the potential is quadratic, we can employ the use of Fourier transforms to
solve for the partition function, similar to what we did for the point particle quantum harmonic
oscillator, but now also having to Fourier transform all spatial dimensions. To do so, we first
work in generality and take that there are D spatial dimensions (instead of assuming 3). We will
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also first work in a box of edge length x7 € [—L/2, L/2], then later take the limit as L — oco.With
this, we take the Fourier transform as

(1, ) LDZ Z d)(wn, k) elwnmHiK e (2.13)

n o ki,ka,.

where again w,, = 27n1" are the Matsubara frequencies and k; is discretized with steps Ak =
27 /L. Plugging this into the Euclidean action gives as

T - 2
58 = 31p wzk (wn + K" +m?) ‘¢>(wmk) : (2.14)
—Se T 2 | 12 2 |7 2
= e :gexp —2LDWZ(wn+k: +m )‘qﬁ(wn,k)‘ ) (2.15)

Notice that the exponent in each product term above is exactly the same as that for the point
particle quantum harmonic oscillator in Eq. (1.39), just with different coefficients. To restate
the harmonic oscillator’s action, it was

o) _ mmoyT

n

But for the free scalar field, we instead have the replacements

1
mMHO) — LD (2.17&)
Wiioy = k* +m® = E}, (2.17b)

which gives the result

Ztree = ———— =exp |— —— 4+ In(l—e %) . (2.18)
f ]';IZSinh (22) [ z,; 2 ( )

Now, we take the limit as L — oo, which changes the sums to integrals
. dPk
dm 5> = [ G

\%4 dPk [E, _
= = [ g 5+ T

(2.19)

where V = LP is the volume of D-dimensional space. The problem however, is that although
we have a nice analytic form, the integral above is badly divergent (singular) for any finite
temperature. This will actually be a recurring issue in all of QFT, for which useful physics can
actually still be extracted, but is usually “hidden” under these divergences. The procedure to
extract such physics consist reqularization (identifying and subtracting away divergences) and
renormalization (modification of the theory on physical grounds). These will appear to be rather
adhoc in their construction, but are necessary for a consistent theory.
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§2.3.2 Regularization

Broadly speaking, regularization is a procedure in which quantities which have singularities are
modified so as to make them finite. This is usually done by introducing suitable parameters
known as regulators. It is best to understand this through an application, for which we will
consider the free scalar field partition function.

Going back to the free scalar field, we first notice that in the zero temperature limit, the free
energy function, F' = —T'In Z, becomes just a sum over all zero-point harmonic oscillator ener-
gies.

F=>" % (2.20)
k

Since in the continuum limit, there is an infinite number of oscillators with finite zero-point
energy, the result is divergent. Zero-point energies are not new to us, so we are going to attempt
regularizing this (i.e. subtracting out this divergent term from the finite-temperature free energy
function) to see if there is any remaining new physics to uncover. There are 2 common ways in
which this can be done:

1. the first of which (being rather crude since Lorentz invariance is lost) is by asserting a
cutoff value of k (cutoff regularization);

2. a more elegant solution is to exploit the fact that the dimension of the system D, has been
taken as arbitrary through the derivations above. This will allow us to work in non-integer
dimensions which as we will see, lead to a quelling of these divergences. This method is
known as dimensional regularization.

Note: Although more mathematically elegant, it is often difficult to extract physical
insight using dimensional regularization as opposed to cutoff regularization.

Cutoff Regularization

To deal with the free scalar field divergence, we will first utilize the cutoff regularization technique.
From Eq. (2.19), we consider a more physically intuitive observable p(T'), which represents the
pressure. This, from thermodynamics, is known to follow the relation

p(T) = éan

d°’k [E
= Prree(T) = /(277)13 {; +Tln (1 —e’ﬁEk)

(2.21)

This quantity, is of course still divergent, even in the zero temperature limit which take the
form

p(0) = —1/ 47k E 1/de\/k:2+m2. (2.22)

2) @mP *T "2 ) @n)D

Motivated by the pressure, we now consider instead a more generalized version of it in the zero
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temperature limit, by introducing a parameter A. We define this quantity as

D
®(m,D,A) = / % (K +m2)’A (2.23)
= p(0)= —%@ (m,D, —;) . (2.24)

Notice that the integral in ®(m, D, A) can be evaluated rather simply, by noticing that the
integrand is isotropic. As such, moving to hyperspherical coordinates grants

Qp [ .
(27:)717/0 (K +m?) "~ kP~ 1dk, (2.25)

where Qp = 27(D/2)/T'(D/2) is the solid angle in D dimensions (e.g. 23 = 47). Notice that so
long as m is nonzero, the integrand remains well-behaved, while the integral only divergence for
large wave-number (k — oo). This (as analogous to the ultraviolet catastrophe) is known as UV
divergence (the converse case of divergences for low wave-numbers are known as IR divergences).
To deal with the UV divergence, we cutoff the &k at some value A > 1, which grants

®(m,D,A) =

AD—2A

: (2.26)
D —24

A
/ (k% +m?) " kP dk ~ /k—ZAkD—ldk
0

In the case where {D, A} = {3, —1/2}, this grants p(0) ~ A*. As such, we say that this divergence
“goes as degree 4”. Without assuming that A is large, we can in fact solve for p(0) analytically

which gives
m* [AT A% 1 2A
o= A 2 ()] .

1672 |mA T 2m m

showing that there is in fact a sub-divergence of degree 2, and a sub-sub logarithmic diver-
gence.

Dimensional Regularization

Let us instead now utilize dimensional regularization for this same problem and see what emerges
(hint, renormalization will take a leading role here for things to work out). The integral for ®
for arbitrary D can in fact be solved analytically here, to give the form

Qp T'(A- %)F(l"f'%) (mz)—A+%
(2m)P DI'(A)
1 T(A-2) (mz)*AJr%
(4m)z  T(4) '

®(m,D,A) =
(2.28)

A problem arises however for {D, A} = {3,—1/2}, since this would render the argument of the
gamma function a negative integer —2, and is thus divergent. One possible way to assess this is
to instead consider the case where D is not an integer (almost but not quite 3 dimensions), but
defined by

D =3— 2, (2.29)
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which we can then take the limit as ¢ — 0 at the end of the computation. Using this, ®
becomes

1 1 I(=2+¢), 500.
o <m,3— 25,—2) = @)= T(=12) (m?)=~¢, (2.30)

which will remain finite for any € € (0,1). Using the Gamma function property «I'(x) = T'(14x)
and Taylor expanding in €, we end up with
m* {1

p(0) = el b In(m?) + In(47) — vp + % +0(e)|, (2.31)

€
where v & 0.577 is the Euler’s constant. A distinct peculiarity arises in this derivation, as
we see that there is a non-unit free argument in one of the logarithmic terms, ln(mQ). The
appearance of this term can be traced back to the integral measure (differential element) being

non-integer. To fix this, we can add a scaling parameter u, (with units of mass) raised to the
appropriate power that fixes this problem of dimensionality

d3—26k
(27‘-)3725 (

®(m,3 — 2, A) = ,ﬂa/ k> +m?) 4 (2.32)

This added factor p, is referred to as the remormalization scale parameter, which modifies the
zero temperature pressure as

p(0) = GT; E ~In <TIL:L22) +In(dn) — vp + g + O(s)] . (2.33)

More conveniently, we can absorb several factors into the renormalization scale parameter using
the logarithmic laws such that

7% = Ampte E (2.34)
m* [1 I 3
= = ——|-—In( | += . 2.
p(0) i L n <m2> + 2 + O(e)} (2.35)

The introduction of this scale parameter in this way is referred to as the “MS (minimal subtrac-
tion) scheme”.

§2.3.3 Renormalization

We have now derived the zero temperature pressure under both regularization schemes (Egs. 2.27,
2.35) and although both divergent, seem to take on very different forms. In fact the only thing
that is identical between these 2 expressions (which we present again below for clarity), is the
prefactor m*/(64m?).

Al A2 1 2A
cutoff regularization : p(0) = — {g 5 [m‘* + py In (m)] ) (2.36)
T

. . L m* [1 n? 3
dimensional regularization : p(0) = el b In 2 + 3 +0(e)| . (2.37)
T
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This is not looking good, since our value for the pressure cannot be regularization scheme depen-
dent! Before we scrap our work and lose all hope, let us first go back to the finite temperature
case. At finite temperatures, we can write the pressure in terms of the zero temperature pressure
and a finite temperature correction

p(T) = p(0) = J(T,m),

>k _
Whl(l*@ ’BEk)

where Jp(T,m) = T/ (2.38)

The integral Jp is in fact non-divergent, and can even be calculated analytically in the zero mass
limit as Jp(T,m = 0) = —w2T*/90. So if one were to just look for the difference p(T") — p(0),
this would give a perfectly reasonable solution. However even in this case, there is ambiguity as
to how p(0) is defined since it a divergent, leaving room for p(T') — p(0) to be well defined up to
a constant. So we ask, is there a more systematic fashion to deal with these divergences?

Well the answer would have to be yes (otherwise there really wouldn’t be much else to talk
about), for which we call this procedure renormalization. For this, we turn our eyes all the way
back to the Lagrangian. Recall that a Lagrangian preserves the physics up to a constant (which
is of course Lorentz invariant), so we can write our Lagrangian as

£ = —50,0(2)0"6(x) ~ V(6) ~ K, (2:39)

where K is a constant known as a counterterm. The action for the free scalar field Lagrangian
including this added factor of K would then become

2
Sp = / diap [;aaqsam + m?(zﬂ + K] : (2.40)

renorm de Ek —BEk

= —K +p(0) — Jp(T,m).

(2.41)

It is now apparent, that we can simply choose K to negate divergent terms in p(0), which would
leave

renorm m4 ﬁ263/2

a finite-valued quantity up to renormalization scale parameter fi. The result above was obtained
by negating terms from the dimensionally regularized function, but can also be done to the cutoff
regularized function to give an equivalent result.



Chapter 3

Interacting QFT

Thus far, we have worked with a quantum field theory in the absence of interactions (free). In
this section, we aim to develop an interacting quantum field theory by means of perturbation
theory. Interacting field theories can be constructed by generalizing the free scalar field theory
above, but to potentials with higher powers of ¢.

§3.1 Introduction

To start our discussion of interaction QFTs, we want a way to categorize the terms in the
Lagrangian in various powers of ¢. To do so, we first classify the different orders of ¢ by their
mass dimension (which is the only dimension left after setting ¢ = i = kg = 1). Recall that the
FEuclidean action is given as

Sp = /d4:1:E Baaqsaagm V(o) . (3.1)

The action is a dimensionless quantity with the integral measure having a mass dimension of —4,
which implies that all terms in the integrand must have mass dimension 4, i.e.

0u69a8],,, = V()] = 4 (3.2)
= (¢, = 1. (3.3)

Note: Although ¢ is a classical field, once it is used in the path integral, it is promoted
into a quantum operator. The mass dimension of a quantum operator may differ from its
classical field, for which we call the classical field mass dimension “naive”.

There is a standard nomenclature associated to the mass dimension of terms (operators) in the
potential. Firstly, the coefficients to these oprators (polynomic field terms) are known as coupling
constants. If the mass dimension of the operator is less than the number of spactime dimensions
n (e.g. ¢°,...,¢3 for n = 4), then this operator is known as relevant. If however the mass
dimension is equal to n, these operators are known as marginal. Lastly, if operators have mass
dimension exceeding n, these are known as irrelevant operators.

19
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A good starting point for constructing an interacting QFT is by adding a marginal operator into
the potential

V(9) = gm’e? + 6", (3.4)

where A > 0 is a unit-free coupling constant. This potential will be the “poster child” of sorts,
for interacting QFTs. We then write the Euclidean action as consisting of 2 terms

o= / Az Baawaqa + %ngbz , (3.50)

Sp=A / d*zpo?. (3.5b)
This renders the partition function as

= /D(ﬁeiSO?Sl. (36)

Recall that to solve these path integrals, we first consider the discretized version with path
integral measure

N
Dy, — [[ds; (3.7)
=1

then take the limit as N — oo after evaluation of the integrals. Unfortunately, the lack of
quadratic dependence in S} disallows the method of Fourier transforms to nicely evaluate these
integrals as we did before. So, we turn to perturbation theory to solve these integrals approxi-
mately. Expanding the exponent into powers of A, gives a perturbative series

_ 1 1
Z:/D¢e So <1—S[+2S%—3'S?+>

. . (3.8)
= Ziree (1 - <Sl> + 5<S?> — §<S;)> + .. > R
where
Zfrcc - /D¢€ SO (3 9)
= _SO
N Zfree /,Dd) (3 10)

The second identity above is the quantum mechanical path integral expectation value taken over
an observable. It is not guaranteed that this perturbative series converges, but it is often the
case that it will at least be asymptotic which will allow an approximation by truncation of the
series so long as A as small.



21 3.1. INTRODUCTION

83.1.1 First-Order QFT and Wick’s Theorem

Let’s consider the perturbative series just to first-order. In this case, we have

Z = 7
= Zfree <1 — /\/d4xE<¢4(x)>) , (3.11)

We see now that we will have to compute the quantity (¢*(z)), and eventually (¢*(x1) ... ¢* (zm))
for higher order terms where m is the order of the term. To evaluate this, we are going utilize
Wick’s theorem.

Theorem 3.1.1. Wick’s theorem: The expectation value of a product of operators taken
over a Gaussian action can be decomposed as a sum over all combinations of operator
pair expectation values (two-point functions)

(B)(@2) . dl@n)) = D ($@1)d(x2)) .- (D(@n-1)$(zn)). (3.12)

combinations

A simple example of this theorem would be the ¢ to the fourth operator, which then can be
written as quadratic two-point functions

(¢'(2)) = Y_{#*(2)){¢*(2))

) ) (3.13)
= 3(¢"(2))".
We now present the proof of this theorem.

Proof. Consider a Gaussian integral over a vector field v;

1
/exp (_QUiAij'Uj + bivi) dv, (3.14)

where A;; is a positive-definite matrix so that the integral converges, and b; is an arbitrary
vector. We then define some function W b], such that

1
eW[b] = /exp <_2UiAijUj + bﬂ)z) d'U, (315)

and call eV the generating function. We can then evaluate the integral through variable
substitution

U = v; + Ai_jlbj (3.16)

_ 1
= Wl = o3yl /eXp (_QUiAij“j) u

o~ 3biAL b WIO]

(3.17)

We can now use the Feynman trick and take the derivative of the generating function
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with respect to b;, which will give

9 wp _ 0 1
a—bie = /d'vabi exp —iva”vj + b;v;

: (3.18)

= /exp (—Q’UiAijUj + bivi) v;dv,
N aibiew[b] - - <v¢>ew[0] (3.19)
= M@W[b] . = (00 ... v,)eV [0 (3.20)
= (vivj...vp) = abiabja...abn —EALY . (3.21)

From this, we see several useful properties of these expecation values:
1. (1) =1;
2. the expectation of an odd number of operators is zero

(vi) = (vivjoE) = ... = 0;

From the second property, we will only need to consider the even numbered operator
products, which we compute as

(vivj) = A (3.22)
(vivjomun) = A ALY + Af AT+ ADTACL

m

(3.23)
= (viv;) (VmVn) + (Vivm) (VjUn) + (VivR) (VjVm)

(V05 .. V) = Z (v1v2) ... {Vp_10p). (3.24)

combinations

Now taking the limit as the vectors v; have dimensions that tend to infinity, this becomes
a continuous scalar field v; — ¢(x), which produces the result in Wick’s theorem

(p)d(22) ... dlan)) = D (D(x1)p(z2)) ... (p(wn_1)(zn))- (3.25)

combinations

O

§3.2 Feynman Diagrams (A First Look)

Going back to the perturbative series for interacting quantum field theories, we see that the terms
quickly get messy, making it hard to keep track of terms while considering the physics behind
such processes. In this section, we will develop a graphical method of book keeping such terms in
the perturbative series known as Feynman diagrams. The goal of these diagrams are to encode
all the relevant information that would otherwise have to be written out as tedious integrals. To
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begin with, we consider the pressure, which can be derived from the partition function as

—IZ
p= ,BVn

— 10 Za (1= 0500+ 557 - gutsD )| o
zﬂivlnzfree BV{ (S1) + ((Sl> (S1) )— (<S§’> 3(S2) (S1) +2(S1) )}

= Prree T P(1) T P2) TDPE) T

where to be explicit, we defined

Pfree = 6LV In Zfrcc (327&)
Py = _BLV (S1) (3.27Db)
P@) = Qﬁv (¢s3) - (s0?) (3.27c)
Pe) = 3,5‘/ ((s1) - 3(52) (51) +2(50)°) (3.27d)

Considering just the first-order perturbative term, we have from Wick’s theorem that
3\
po) == [ de ool (3.29)

The integrand in general ({¢(z)é(y))), is a measure of how information is passed through the
field from point x to point y. This is often referred to as the (free) propagator (ak.a. (free
two-point function)) and graphically denoted simply as a line (from z to y)

B@ow) = )y

Figure 3.1: Feynman diagram for the free propagator (¢(z)¢(y)).

For the first-order pressure term, we see that the free propagator takes information from x back
to the same position, hence it will be a closed-loop. It also has 2 of such propagators (since it is

squared), so it is denoted as
2
o ~ (& )
Figure 3.2: Feynman diagram for the free propagator (¢(z)¢(x))? with coupling A.

where the solid dot denotes the coupling A. The solid dot will always denote a coupling and so
must always be at a vertex:
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o

Figure 3.3: Feynman diagram a coupling A.

83.2.1 Combinatorial Factor

For the coupling vertex illustrated in Fig. 3.3, there are in fact several ways in which such vertices
could come about. As such, these permutations must be considered and gives to a combinatorial
factor. To better understand this, we consider the following example.

Example:

Starting with the coupling vertex, we see that if we were to take one of the “legs” and
connect it to another leg, there are 3 possible ways to do so. So in fact, we have that

(3 = -3 p@s)

Figure 3.4: Single coupling vertex with 2 connected legs.

However, if we not pick another leg and attempt to connect it, there is only one way in
which we can do so. As such, connecting the remaining legs does not add any additional
combinatorial factors, but does add another propagator such that

Q@: —3\(6()¢()) ($(x)(x))

Figure 3.5: Single coupling vertex with 4 connected legs.

So we see that with the vertex and propagator rules, the 2 loop single vertex diagram
above does indeed retrieve the first-order pressure correction term (up to relevant factors
of pV).

Note: The Feynman rules for drawing Feynman diagrams can be formulated in both
position and momentum space. They are very helpful in dealing with perturbative series
(A < 1), but are difficult (although not impossible) to construct for non-perturbative
results.

To better appreciate the utility of Feynman diagrams, let us try construct the Feynman diagram
for the second-order term in the pressure perturbative series. We have that

1

Pe) = 557 ((S?} - <S1>2) . (3.29)

For these terms, there are going to be 2 vertices and hence, we can draw all the Feynman
diagrams, first for (S?) as



25 3.3. THE FREE-SCALAR FIELD PROPAGATOR

OO

Figure 3.6: Feynman diagram for (S7).

The second diagram above (with the multiplication sign) denotes a disconnected diagram, in
which no propagator connects the 2 vertices. The converse of this is then a connected diagram.
A result of this is that the corresponding integral factorizes. The term disconnected diagram is
used for all diagrams with at least one vertex that is not connected to the rest of the diagram.
We can then see that the Feynman diagram for (S;)? would just be the disconnected diagram in
Fig. 3.6. The resulting Feynman diagram for p(,) would thus be:

+ @
Figure 3.7: Feynman diagram for (S7).

since the disconnected diagrams cancel out.

Note: This cancelling out is in fact not a coincidence, as it can be shown that all physical
observables do not have disconnected diagrams. This leads to major simplifications in
higher-order perturbative series calculations.

83.3 The Free-Scalar Field Propagator

Recall that the free propagator was constructed as

(o(@)o(y) = = (3:30)
where Sy = %/d‘l:rE (040040 + mQQﬂ , (3.31)
Ztree = / Dge . (3.32)

Since the action is quadratic in the field, the integral is Gaussian, which result involves the inverse
of the operator 0,0, + m?. This turns out to be more easily expressed in momentum space, for
which we once again employ the Fourier transform trick involving Matsubara frequencies, giving
us

o(z) == Z elonTHkT 4, k), (3.33)

wn,k

where the Fourier components are denoted as (5 For lighter notation, we will define K = (wy, k)
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as the Euclidean 4-momentum. Plugging this back into the free propagator gives

D”6_50~ P x K)eiPotiKy
(d(x)p(y)) = ﬁzlvg > JPgem o Z):b( ) . (3.34)
P K

Note that additional Jacobian factors drop out when divided by the free partition function.
Recall that the action in Fourier space is written as

So = 25% ;(KQ v mZ)(é(K)‘Q. (3.35)

lu;Ayj

From the eveness of a Gaussian function, we have that [ dve™ 2 VIV Uy, 18 only non- Vamshmg

when m = n, which implies that the propagator is non-trivial only when d)( ‘qﬁ ‘

Periodic boundary conditions also dictate that ¢(P) = ¢*(—P), which when combined with the
previous condition, implies P + K = 0 for non-trivial propagators. As such, we have that

[ Psex0 (=53 S @ + 2@ | PIHE) = Znaw % (325
Q

53V > op-K, (3.36)

where §; ; is the Kronecker delta function. This therefore simplifies the free propagator to

1 eiK‘(y—a:) 1 eiK'(w—y)

((2)o(y)) = BV ; K rm? BV ; K me (3.37)

where the equality follows from )" =>" .

Note: The free propagator only depends on the difference in position @ — y, which is
expected to emerge from the translational invariance of the operator O + m?2.

In the large volume limit (V' — o00), the sum over wavevectors k, becomes an integral

dPL ezK z—y)

(6 =T Z / 27 T (3.38)

Propagators are also sometimes referred to as Green’s functions, denoted as G(x,y). In the case
of the free propagator, it is the Green’s function of the Klein-Gordon equation, for which it is
written as

dPL etk (x—y)

Glreo (T — y) = (¢( TZ/ @D e | (3.39)

In the zero-temperature limit, the sum over Matsubara frequencies also tends to an integral,
granting us
) dD+1]€ eiK~(:c—y)
71"1—>InO Gfree(w - y) = / (27T)D+1 K2 ¥ m2 . (340)
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identity

With this, we now have the means to compute the perturbative pressure for an interacting
QFT. For (¢(x)p(x)) = Giee(0), we utilize a trick to evaluate this integral which relies on the

3.3. THE FREE-SCALAR FIELD PROPAGATOR

1
K2+ m?2

n 2 m2

= Gfree(0) = 8TZ:/deln(z,uQ + k% +m?)
free 8(m2) - (27-(-)D n .

(3.41)
Recalling from Eq. (1.44) that the free partition function can be written as

Zioe =TT T1 2
free — . Ek nzlw%_’_Eg

) (3.42)
2 12 2
= InZjee = —§ZZID(wn+k +m®) +m+...,
k n
where the other terms (denoted “...”) are independent of m and not relevant to this calculation.
Comparing this with the Green’s function, we get that
a ree
Gfree(o) = -2 Pt

d(m2)’
Writing this out explicitly, we have

(3.43)
where we have already evaluated the free pressure via dimensional regularization in Eq. (2.35).

m? |1 fie?
Giee (0= "7 L— o ( m

(3.44)
0 dPk
where IB(T7m) EQWJB(T,W'L) :/ (

+ IB(T, m)

1

. 3.45
2m)P By (ePEr — 1) (349)
It is clear that this result is again divergent, saying that the free propagator diverges when  — 0
(which is a UV-divergence since small distances correspond to high frequencies). However, this
divergence is surpressed when we set m = 0 at D = 3, which gives

lim Ggee (0) = I(T,0)
m—0

Bk
- / (2m)3 k(eP* —1)
_T*%(2)

(3.46)
272
interaction being

As such, we have the first order correction to the pressure in (3 + 1)-dimensions with a ¢*

P(1) = Prree — 3AGiree(0) (3.47)
For a massless scalar field (m = 0), this result takes the succinct form
2T T
=T
PO= 790" " 18

(3.48)
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83.3.1 Zero Temperature Free Propagator

In this section, we will be taking a closer look at the free propagator in the zero-temperature

limit to understand and interpret it. As presented earlier, this is written as
) dD+1 k eiK~a:

Him, Gitree (@) = / CmDPH K2 m2

(3.49)

We can see that the integral is in the form of a Fourier transform, so the T' = 0 free propagator
in momentum space is simply written as

lim éfree (.’I}) 1

Jy = K rme (3.50)

where again, K2 = w2 +k? with w,, = 27nT being the Matsubara frequencies (n = 0,41, +2,...).
We can write K? in a Lorentz invariant form by appending an i to w,, which reads

K? = —(iw,)? + k2 (3.51)

In Minkowski space, the 4-momentum is given as k* = (k% k), so we can attempt to utilize
analytic continuation and extend

iwy = KO e, (3.52)

where €T is a small positive value which is later taken to 0. For the T" = 0 free propagator in
momentum space, analytic continuation as done above leads to the retarded Green’s function in
Minkowski space

GR, free(koa k) = GR, free(_iko + €+7 k)
1
S TR R (3.59)
1
k,k#* +m? — ietsign(k0)

Further separating out the real and imaginary parts gives us

1 4 etsign(k°)
Ky kr 4+ m? (kukt +m2)2 + (1)’

GN(R, free(koa k) =P |: (354)

where P indicates the Cauchy principle value. We can now take the limit in which the small
positive regulator is taken to zero, and use the identity
+

. 9

- 1
Tee k07k = 7 141 9
= O el F) P{kuk“—i—m?]Jr

m
i—— [0(k° — Ex) — 6(k° + Ey 3.56
ZQE;C [ ( k) ( + k)] ) ( )
where Ej;, = k? + m2. The real and imaginary parts of this function are not unrelated, but for
now we shall just focus on the imaginary part which is referred to as the spectral function:

prree(K0, k) = Im GR. e (K0, k) = % [6(k° — E) — 6(k° + Ex)] |, (3.57)
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which we see is sharply peaked at energies +Fj. This sort of peaked behavior not only appears
in QFT, but also in classical systems for which the energy behavior is localized at (or around)
some FEj, forming what is known as a quasiparticle. The localization at —FEy on the other hand
can for now be taken at face value and labeled an anti-quasiparticle. Anti-particles as we will
see, natural emerge in QFT.

The structure of this spectral function suggest that the relevant excitations in a free QFT are
particle-like, which the quasiparticles and anti-quasiparticles satisfy the dispersion relation

(k9% = k? + m?, (3.58)

that implies that quasiparticles have mass, m. In other words, the poles of the analytically
continued free propagator corresponds to the quasiparticle mass. Dispersion relations can in
general be measured and used to infer the properties of quasiparticles, especially in more complex
interacting systems. Dispersion relations can also have imaginary parts, which pertain to the
lifetime of the quasiparticle. In this case (free QFT), the quasiparticle would thus have an infinite
lifetime (unconditionally stable).

8§3.4 Application: Thermal Phase Transitions

In this section, we shall be looking at an application of the quantum field theory formalism we
have developed thus far. In particular, will will be looking at the problem of thermal phase tran-
sitions which occur for instance, in QCD studies of the early universe and the Higgs mechanism.
Unfortunately, a rigorous treatment of what we are about to discuss requires additional tools
(e.g. gauge fields, fermions, etc) that we have yet to discuss, but we do have the necessary tools
for a qualitative understanding. To start, we consider again a ¢* potential but now with the sign
on the ¢2 term flipped:

V(9) = —gm?é? + A" (3.5

For A\ > 0, we will have that the ¢* term will still allow for convergent integrals and stabilize the
QFT despite the imaginary mass.

[ Note: Any Lagrangian with an imaginary mass terms signals an instability in the system. ]

This potential plotted against ¢ will then look (as a function of ¢) like a cross section of the
famed “Mexican hat”. In this case, since the A = 0 scenario causes the system to be completely
unstable, perturbation will no longer work since we would be simply expanding around the wrong
groundstate. So instead, we need to expand around the stable minimum of the system. To do
so, we can decompose the quantum field into a constant plus fluctuations

¢(z) = ¢ + ¢/ (), (3.60)

where we will refer to the constant ¢, as the mean field term. This renders the path integral
as

7 = / dé / Dy e S9-S5 6.1 (3.61)
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where S[¢ 4 ¢'] = S[¢] + S’[$,¢']. The convenience that the mean field term brings, is that it
is no longer a path integral but now simply a regular integral over ¢. If we perform the path

integral, we are left with an effective potential term Usg(¢), such that

Z= / dpe= PV Uerr(®) (3.62)

where V' is the volume of the Euclidean thermal cylinder. In the large volume (or low temper-
ature) limit, the partition function to lowest order is just the minimum of the effective poten-
tial

7 m e~ PV Uett(@min) +O(In(BV)) (3.63)

such that dU.g(o) /d@a = 0. If we ignore all fluctuations (which is a drastic but useful
approximation for extracting the physics), we have

7 = / dge=S19!, (3.64a)

where S[¢] = /dT/dBl‘V(a) =BV x V(¢), (3.64b)

V(¢) being just the classical potential. Minimizing the classical potential with respect to ¢ will
give us that

Proin = i% (3.65)
= Zmi=pBV (fg:) . (3.66)

Note: The expectation value of the field in the mean field approximation is simply the
mean field itself, i.e.

(A(2))me = ¢ (3.67)

Recall that in the high temperature limit we will have T' > m, for which we can ignore the
mass scale which grants that ¢ ~ 0. So we conclude that between the zero temperature and
high temperature cases (where m goes from non zero to effectively zero), there will indeed be a
(thermal) phase transition in which the expectation of the field (computed with the full action)
is an order parameter.

83.4.1 Beyond Mean Field

To do better than the lowest order approximation, we will have to go back and systematically
add the fluctuation terms ¢'(x), to the scalar field. By construction of the fluctuation term, we
have that its integral over z will evaluate to zero (i.e. fI #'(z) = 0). Plugging in ¢(z) = ¢+ ¢' ()
into the potential grants us

V(p+¢'(x) =V(e)+ (—m% + 4)@3) ¢+ % (—m2 + 12A$2) ¢ + (400) ¢ + (o™
(3.68)
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When used to compute the action, we see that the term linear in ¢’ would vanish, leaving us
with

7= / dpe=PVV @) / Dy e~ Shld1-5113); (3.69a)
where S}[g] = % / {aa&w + (—m2 + 12A$2> ¢’2} , (3.69b)
S7lel = / [(4x) ¢ + (N)o"] . (3.69¢)

We notice that S looks like the action for a non-interacting QFT with an effective mass

m2g(8) = —m? + 12)¢". (3.70)

So as per what we have done before, we can just use perturbation theory to compute the effect
of adding the S} contribution into the path integral (it turns out that this will not be necessary
to extract the necessary physics). There are 2 scenarios we now consider:

1. symmetric phase (¢ = 0): in this case, the calculations for the fluctuations revert to stan-
dard perturbation theory;

2. symmetry broken phase (¢ # 0): in this case, the calculations are modified from the pres-
ence of a non-zero field expectation value;

Now we get to actually computing the terms in the perturbative series. The leading order term
would of course just yield the result from a free field theory but replacing m with meg:

D
/D¢/e ¢’]—exp< 5‘// d7k [ k2 +m2g+2TIn (1 —e” 5E’“)]> = AVpree(T) - (3.71)

The renormalized free pressure from the MS scheme has already been computed which grants us
that

— _ _ m4 oy e3/2
eit.0(®) = V(8) + Jp(T, men(¢)) — 664?75?) In <|:1 ¢)|> : (3.72)
eff

To simplify the discussion, we consider the zero-temperature case which causes Jp to vanish and
choose i = m, leaving us with

— — mi . (o m2e3/2
eit0(0) = V(9) — Gﬂf) In (|m2 (¢)}> : (3.73)
eff

We then compare this corrected potential to the zeroth-order mean field approximation by setting
A =1 (for illustrative purposes), which gives us the plots in Fig. 3.8.
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L5 , PT, LowT
Mean-Field

Figure 3.8: Low temperature effective potential curves to zero and first order in perturbation theory.

We can see there is no qualitative change in the potential, and only a very small quantitative
change in the curve. If we now consider the high temperature limit (7 > m), we can consider
an expansion of Jp in powers of m, which can be gleaned from Eq. (3.45) to give (up to second-
order):

Tt T?
Jp(T,m) ~ — 50 +ﬁm2. (3.74)

This results in the effective renormalized temperature at high temperatures:

- _ 1 2 N2yt Mer(9) pre’?
-y == (- AT Ap — —= 1 — . .
eito(@) = 5 (-m* +AT?) ¢" +A¢ — =21 In PN (3.75)
Once again setting 1 = m and A = 1 gives the plot in Fig. 3.9.
(@)
PT, High T
Mean-Field

Figure 3.9: High temperature effective potential curves to zero and first order in perturbation theory.

This in fact produces a qualitative change in the behavior, which restores symmetry due to the
change in sign of the quadratic term at high temperatures. Even better than showing there
is indeed a phase transition, we can also estimate the location at which this phase transition
occurs (the transition value of T'). To do see, we find the minimum of the potential with respect
to ¢ using the first derivation necessary condition. We know that in the symmetric phase, the
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minimum must occur at ¢ = 0, so we have

AU (9) ) 3\
et 0R7 - 14+ = T? = :
i | m ( + 47r2> +A 0 (3.76)
$=0
1 3
2_2fL 9o
= T:=m <)\ 47r2) , (3.77)

where the subscript “c” stands for critical temperature of the phase transition. Since we are
doing perturbation theory and treating A < 1, we are then left with the approximation of the
critical temperature being

T, ~ (3.78)

7l

§3.5 The Full Propagator

We have seen how to compute the propagator (two-point function, (¢p(x)d(y))) for a free scalar
field in Sec. 3.3. Now, we want to tackle the issue of computing the full propagator of a system
of interacting QFTs. The full propagator is given as

_ [ Dyem 5751 () ¢(0)

Gla) ~
eSS (g
I Ds Zﬁ:( )9(0) (3.79)
_ = 1 [ Dgem%o(2)¢(0) (=51)"
_ng()ﬁ Zfree ’

In this case, the infinite perturbative series for the propagator in terms of (connected) Feynman
diagrams will have two external (not closed loops) legs, which in some cases all of the terms can be
computed (with diagrams of a simple enough structure). This summing up of an infinite number
of terms is known as resummation and can in some cases be quite successful an approximation.
Let’s look at just the first-order correction to the full propagator,

G1)(®) = Grree(®) — (&(2)9(0)Sr). (3.80)

Similar, we can also compute the first-order correction to the partition function which will
be

Z(l) = Zfrco - <Sl> (381)

For to evaluate the first-order corrected propagator, we will first need to evaluate the correction
term

(6(2)$(0)S1) = A / d*y($()0(0)6* ()
=122 [ d'y(6()o()) (6(w)6(0) (0 (v)o(w) (3.82)

= 12)‘/d4yGfree(w - y)Gfree(y)Gfree(O)v
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where we used the Wick’s theorem above. Now using the delta-function identity

§(P—-K) = / diyeP—K)y (3.83)

we can assert the zero-temperature limit and compute the first-order correction to get

iK-x
. o 4 (&
Jim (0(2)6(0)S1) = 120Gree(0) [ 'K i (3.8)
= lim G(yy(z) = dﬁ(ﬂ—l?)@ (0) d4KL (3.85)
A Em\E) = K2+ m2 free (K2 + m2)2’ :
- 1 12
= Gu(K) _ 122Chee(0) (3.86)

= KZ+m? (K2+m2)?

The explicit form of Ggee(0) has been computed in Eq. (3.44), and we notice that the result of
é(l)(K ) looks much like the start of a geometric series (which it turns out to be if we compute
the higher order corrections explicitly). As such, one finds that the full (resummed) propagator
in momentum space is given by

~ 1

— 2
G(K) - K2 + m2 + 12)\Gfree(0) + O()‘ )a (387)

which is valid up to second-order in perturbation theory. We can fix this result to be exact if we
replace 12AGee(0) in the denominator with the appropriate function of K we call II(K), such
that

G(K) = 1
CK24+m?2+1(K) |

(3.88)

The function II in real-space is referred to as the self-energy of the scalar field ¢, which is a central
object in QFT (contains a lot of information) and something we will return to in generality later
in the course. For now, let’s just look at the lowest order term of fI(K ), which we can get by
simply plugging in Eq. (3.44) to give

(1) = 12)AGree(0)
3Im2\ |1 /jze%
- |
472 L + n< m?2

Unfortunately, this result is divergent when ¢ — 0. However, since fl(l)(K ) always appears in
conjunction with m? (as seen in Eq. 3.88), we can use m which is a parameter of the Lagrangian
to renormalize this (i.e. add a counter term) by taking

(3.89)

+ 12X\ 5(T, m).

2

m? = mi, 4 om?, (3.90)

2
phys

2m2, A
with om? = ﬁ +0O(\). (3.91)
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Note: The subscript “phys” does not imply that the quantity is physically measurable,
but rather associated to the renormalization scheme to renormalize the mass parameter to
something physical. This notation will be adopted for other such renormalization counter
terms in future.

As a result, we are left with a finite result

- 3m2 A n2e3
2 2 phys H-e
m-+1;y=m — In + 12X I5(T, mphys)
W phys 4m? <m]2Jhys> phys (3.92)

= m2ys + 15T + O(N?).

Recall that in Sec. 3.3.1, we found that the poles of the analytically continued free propagator cor-
respond to quasiparticle masses. As such, we can apply this same exercise to the full propagator,
which when we replace the Euclidean 4-momentum with the Minkowski one (K2 — —k2 + k?),
we get a propagator pole at

kg =k 4 mly. + IS (3.93)

This means that the quasiparticle mass meg, is then given by

_ 3AMphys ﬁQe% 6\
Meft (T') = Mphys o2 In mghys + P Ig (T, Mphys) , (3.94)

which seems to be renormalization scale and temperature dependent. However since it is a
measurable quantity, this cannot be the case. The only way out is if

om?2g
n—eff _ 3.95
of ( )

For this to hold, it must then be that mpnys is dependent on the scale p for which we say that
the mass parameter “runs”. Plugging this into the condition above and taking the T = 0 limit
gives

=0, (3.96)

= - —
of 472 mihys (i) 272

O ) [1 2 ( et )1 Bk )

for which asserting perturbation theory and dropping all A? terms and higher gives

om2, (@) 3xm?, (1)
= phys _ phys
i on = 52 : (3.97)

A special case would be when mpnys = 0, which would result in the effective mass (with non-zero
temperature) to take the form

met(T) = /12X (T, 0) = TV'\. (3.98)
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This turns out to be an actual physically realizable scenario known as the in-medium mass,
where massless quasiparticles acquire an effective mass through interactions with the thermal
medium.

Note: The in-medium mass is generically unavoidable for any value of mppys, just that
is takes the particularly simple form for the mpnys = 0 case.

§3.6 Four-Point Functions

So far we have been studying the formalism of two-point functions (propagators), and so the
natural progression from this is to look at four-point functions (FPF):

e~ S0—51 T1)o(xT T T
Ly(xy, 22, 23, 24) = I A Z)(b( 2)é(®:) 4), (3.99)

which are the next order correction terms that appear in the perturbative series. As with the
propagator, we only care about connected four-point functions since all the disconnected terms
will cancel out. The minimum number of vertices to connect 4 fields would be 1 vertex, so the
leading order perturbative term would be

r S Dye50(=S1)p(x1)p(2) p(w3)P(4)

4,conn. — Z(l)

= —4I\ / d4$Gfree(w - wl)Gfree(w - $2)Gfree(w - w3)Gfree(w - $4)

(3.100)
= —4')\/ éfree (Pl>éfree (P2)éfree (PS) C~;’free (P4)
P1,P3,P3,Py
x (27'1')46 (P1 +P2 +P3 +P4) eiP]‘$1+iP2‘I2+iP3~I3+iP4~$47
where we once again used Wick’s theorem. The Dirac-delta function simply ensures that 4-
momentum is conserved. We can then also denote this as an “amputated” FPF by dropping the

4 Greens functions since they are a trivial consequence of having 4 external legs, and the delta
function with its normalization, which results in the Fourier transformed amputated FPF

ry (P1+ Py + P3+ Py) = —4I\. (3.101)

Note: The “amputated” function is purely a notational device (so we can be lazy and
write less terms) which does not actually consider the differently defined function.

We can now also consider the next-to-leading order (NLO) term in the perturbation series which
is written as

r@®  _po

4,conn. 4,conn. 2 Z(z)

(3.102)
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The overall multiplicative factor from this term is given by (excluding the factor of 1/2 out
front)

(2x4)x3x(4x3)x2=576, (3.103)

which comes from the following connections:

1. First consider ¢(x1): there are (2 x 4) legs in S? ~ ¢*(x)¢*(y) to attach to, for which we
choose ¢(z);

2. Next, consider ¢(xs): there are 3 remaining ¢(x) legs to attach to if we want ¢(x2) con-
nected to the same vertex as ¢(x1);

3. Next, consider one of the remaining ¢(x): attach this to one of the 4 ¢(y) legs, and then
pick the last ¢(x) and attach to the 3 ¢(y);

4. Finally: attach ¢(x3) to one of the 2 remaining ¢(y) and ¢(x4) to the last ¢(y).

We can now once again define the amputated FPF in momentum space after performing all
contractions (connections of legs) to get

P@ 1

. 41)2 1
oo =T ( / two others, (3.104
sconn., amp. = Ldconn, amp. T 5 | T (P + Py — K)? +m? + two others, (3.104)

where the two other terms arise from the other options of attaching ¢(xs), which give rise to the
same amputated four-point function but with variables x1, s, 3, z4 exchanged. Unlike the the
first order term, we have that the amputated function now depends on the momentum of the
incoming particles. However, we can consider the special case where all of these momenta are
set to zero (zero-temperature limit), which gives

P

4,conn., amp.

(P=0) = (~anx) + 2V /K e jmz)Q. (3.105)

We have evaluated this integral before in Eq. (2.28), which gives us that

/ 1 _ 1 F(2_%)(m2)72+%
K (K2+m?)?  (4m)z T(2)

(3.106)

This gives a divergent result, so we need to use dimensional regularization and consider D =
4 — 2¢, such that we instead are left with

- (2) 3402 1 2\
T P =0)= (=4 T — ] . 1
4,conn., amp.( O) ( /\) + 2 (47_‘_)2,5 (E) mg (3 07)

Expanding in powers of € to lowest order gives

(P =0) = (—41)) + 3;‘5”2 [1 +In (“2 )] +0(). (3.108)

72 w
w2 e m?2

4,conn., amp.
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To now renormalize the theory, we use the coupling constant as the renormalization parameter,
completely analogous to a renormalization of the mass parameter in Eq. (3.90), such that

A = Aphys + 0, (3.109)
where 6\ = O()\ghys). In the MS scheme, we would then choose
92

oA = —Phs 3.110
4m2e ( )

. 92 T2

2 hys M
= FA(L,():onn., amp., ren.(P = 0) = (74!)‘phy8) + 4};_[_2y In <7,ng> . (3111)

We are left with one loose end to tie still, and that is since f‘fzonn., amp. 18 I principle a measurable

quantity, it should not be 1 scale dependent. We fix this by asserting a condition similar to
Eq. (3.95), which translates to this context as

af‘4(1220nn amp., ren (P = O)
a— o =0. 3.112
i o (3.112)

This condition can only be met if Ay is itself & dependent, which grants the differential
equation

_ a)\phys (ﬂ) 3)\phys ﬂQ 3A12)hys
— 1 - —In|— || — =0 3.113
ST 1672 \m2 1672 (3.113)

which to leading order in perturbation theory (powers of Apnys) simplifies to

- 8)‘phys (ﬂ) 3>‘12>hys 3
= O . 3.114
2 aﬁ 1672 + ( phys) ( )

As per the “lingo” we used earlier, we say that the coupling constant “runs”.

83.7 Renormalization Group

We have seen that in at several instances in perturbative QFT, we have come up against physical
observables in the theory that somehow depend on a scale parameter 1, after renormalization.
This should not be the case for an actual theory, although the Lagrangian can depend on 7.
Specifically, we saw this arise when attempting to compute the four-point function which would
be necessary as a second-order correction to the path integral. Independence of the quasiparticle
mass led to Eq. (3.97):

i aTn?)hys (ﬂ) ~ 3>\m]?)hys (IEL)

3.115
i 272 ’ ( )
while independence of the physical vertex led to Eq. (3.114):
Aots (7 3NZ,
,L_La phy. (:u’) ~ phy (3116)

on  16w2
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This implied a scale dependence of mpnys and Aphys known as the running mass and coupling
constant respectively. Before proceeding, it is customary to introduce the notation

dln [m? ()]
Ofi ’

A7)
o (3.117b)

Ym(A) = [ (3.117a)

Qv’;

BN =i

To handle this issue with a formal scheme, Richard Feynman, Julian Schwinger and Shinichiro
Tomonaga came up with the renormalization group formalism (the group of scale transforma-
tions). To best way to learn about this concept is by first considering a physically measurable
object such as the pressure. We have seen that calculating pressures in QFT typically require
renormalization and thus a dependence on Lagrangian parameters, i.e.:

Pren = Pren (1, Aphys (1), Mphys (1)) - (3.118)

We consider physical observables because we know for certain that these quantities must be
scale invariant (i.e. pren(@) = Pren(@')), which is referred to as “renormalization group (RG)
tnwvariance”. For pressure, this condition can be written as

_d _ _ _
g Pren (72, Aphys (B), mpnys (7)) = 0 (3.119)
) ) ) ) )
a- aN m a9 ren 3 )\ S s ) — 0 3120
= M@ﬂ + BaAphys + YmMphys 8m12)hys ] Pren (Hs Aphys > Mphys ) ( )

It turns out that calculations are easier for another related physical quantity, the entropy density
s = 0p/0T as it will avoid having to deal with issues regarding the cosmological constant. Now
using Eq. (2.42) and Eq. (3.47) which read,

renorm m4 M 63/2
preme (T) = —Jp(T, m) + 62 In < ) ) , (3.121)

p(l) = Dfree — 3)‘Gfree( ) (3122)

where Giree(0) is given by Eq. (3.44), we can compute the entropy density up to first-order in
perturbation theory as

0 8
5(1) 77JB(T m) 6)\Gfree( )

o7 oL (T,m), (3.123)

where I5(T,m) is defined in Eq. (3.45). Since Jp and Ip are not functions of i but Giee(0) is,
we get

_O0Gliree(0) OIp(T,m)

0
- = —6A 124
oIg(T,m) m? 0 0
AT 3T e | S(1)s (3.125)
oT 872 M phys o Mo |
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where we plugged in the explicit form of Gfee(0) and used the RG invariance criteria
0 0 9 0
- Y =0
[“ i T e T ey om2, | T T
(3.126)
= 7£8 =— ,378 + Ymm 9 s
/J'aﬂ 1) — a)\phys TYm phys amihys (1)-
To lowest order in perturbation theory, we have that m = myphys and A = Apnys. Also, 8 by
definition is of O(A?), which leaves
Olg3rm? a0
8T 4xz - Vm!Mphys 8m12)hys ™
oS gm2, - OT
, phys (3.127)
_ ., Mohys Ol
Ty T
_ 3Aphys mf)hys %
272 2 oT’

So indeed, we see that to lowest order the RG invariance criteria is met.

We see from this example that RG is useful for consistency checks in perturbation theory, but
more importantly imply evolution equations (such as those in Eq. (3.97) and Eq. (3.114)) which
can be used to solve for Lagrangian parameters. For illustration, we shall solve for the form of
the running coupling Appys, in ¢* theory to leading order in perturbation theory from Eq. (3.114)

as follows:

ﬁa)‘phys(ﬁ) ~ 3)‘123hys
op 1672 7
1 a)\phys (/2) ~ 3/7‘
>\12)hys i 1672
Do) 3
dlngp 1672
 167%/3
In(po /%) |

=

= | Aphys(R)

(3.128)

where po is an integration constant with mass dimension 1. This can be plot as shown in

Fig. 3.10
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Figure 3.10: Plot of \(%) vs 7i/po for first-order ¢* theory.
So we see that A(@) is small for small energy scales (shorted distance scales) 7, and grows

monotonically as a function of & (running). This implies that the coupling get stronger at short
distances which would cause problems to arise in the continuum limit of the field theory.

Note: The monotonic increase is due to the positive sign associated to the § function
defined earlier. If it were instead negative, the trend would be decreasing with g, implying
weaker and weaker coupling at shorter distances which are referred to asymptotically free
theories.

A perculiar result for ¢* theories is that when i = pg, the coupling diverges. this value of
o = 1 is called the Landau pole. Although this result is questionable since our result derives
from perturbation theory in which the coupling is assumed to be small. However in more general
cases where Landau poles do certainly exist, it implies a minimum length scale oc pgy ! below
which the theory fails (i.e. the theory is a cut-off dependent effective field theory).

§3.8 Complex Scalar Fields

Thus far, we have been working under the assumption of a real valued scalar field which due to
Lorentz invarinace, requires the Euclidean action of the form

Sp = /d4:cE Baa¢6a¢+V(q§) ) (3.129)

We are now going to extend our theories to encompass compler scalar fields (these are not
observed in nature). To make sure that this still results in physically acceptable QFTs, we
must ensure that physical observables remain real and we expect the partition function Z € R.
The simplest way to ensure Z € R is to work with a real-valued action. Real actions can be
constructed out of complex scalar fields by using quadratic form terms such as ¢¢*. Once again
asserting Lorentz invariance, we can write down the action

Se = [ o 0,007 + V(V/65)|. (3.130)

which satisfies all the necessary conditions so far. For starters, it is instructive to consider a
complex scalar field QFT which is close to those we have studied for real scalar fields. As such,
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we write the following action:
Sp = /d%E [0200.0" + m*go™ + 4N (¢9*)?] . (3.131)

With the introduction of complex fields, we note that the action (apart from Lorentz invariance)
has an additional symmetry:

p(x) — ep(x) or ¢*(x) — e “Yp*(x), (3.132)

where o € R is a constant. In group theory, this is known as a U(1) transformation. We will
come back to the implications of this symmetry soon, but for now we shall work at computing
the resulting partition function for this theory. Since ¢ is complex, we can separate it into =real
and imaginary components written as

P1(x) + ida(x)
_ ’ 3.133
o(x) 7 (3.133)
4 1 1 m? 2 2 22
= SE == d TrE §8a¢18a¢1 + §8a¢23a¢2 + 7 (¢1 + ¢2) + )\ (le + ¢2) . (3134)
The partition function is then a path integral over both ¢; and ¢ written as
Z = /Dmpme*&f, (3.135)

which looks very much like 2 copies of the partition function for a real scalar field. There is
however one term which mediates the 2 copies which is the cross term 2\¢3¢3. To simplify our
discussion, we shall consider the case where we drop the coupling (A = 0) for the time being. In
this case, we just have the free complex scalar field which we can decompose as

SE|>\=0 = So[¢1] + S1[6a], (3.136a)

2
where Sy[¢] = /d4xE [;aamaam + %gﬁf{ , (3.136D)

with ¢r is a real scalar field. So the free partition function for the complex scalar field is now
just

Lree = /D¢1D¢26_SU[¢1]—S1[¢2]

= /D¢le_50[¢1]/1)¢26—51[¢2] (3.137)

= [Zfree (¢]R)] 2 .

The free pressure for a complex scalar field would then be

Pfree = BT
_ In(Z)?  2InZg

sV BV

(3.138)
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In the zero mass limit (m = 0), we can use the result from before and compute that zero-mass
free pressure for a complex scalar field as

7T2T4

1
e (3.139)

lim pf =
mﬁopfree

The physics behind this is rather simple here since as we already saw, the pressure for a complex
scalar field just corresponds to the pressure due to two real scalar fields. Generalizing this, we
see that the pressure due to N free scalar fields would just be

(N) N7T2T4

pfree = 90 ° (3140)

We call every term of 727/90 as a bosonic degree of freedom (bosonic in reference to the field
being scalar). This generalization in fact allows one to count the number of bosonic degrees of
freedom in the system via the formula

90p(T)

DoF = W

(3.141)

The DoF defined in this way does not need to be an integer, and works as an effective number of
degrees of freedom. This concept of effective DoF is relevant for areas such as cosmology where
the DoF in fact changes in time, which is a means for cosmologist to characterize the history of
the universe.

83.8.1 Noether’s Theorem: Symmetries and Conserved Quantities

Symmetries are an integral part of physics in general, for which is connection to conservation
laws was made precise by the groundbreaking work of Emmy Noether in 1915. In this section,
we will explore a particular symmetry alluded earlier where a complex scalar field picks up an
arbitrary phase e’®. First a general treatment, taking ¢ and ¢* as independent fields we can
compute the variation of the action as

. or oc . oC ,
58 = /d [ 570,57 0(0h0) + 55206+ G800 )}. (3.142)

To compute this, we first consider the chain rule (i.e. integration by parts) which gives

/ d*z 8(‘2‘: (Ou0) = / d*z au{ oY (ZJ / d*zd¢ 0, [ (8f ¢)] (3.143)

and similarly for ¢*. This results in the equations of motion for ¢ and ¢* as

(O —m?)¢ + 8X (69*) &, (3.144a)
(O —m®)¢* + 8 (¢¢") 67, (3.144b)

where [ is the d’Alembertian. Using these equations of motion and applying them back to the
variation in the action gives

[ or o .,
65—/dx<9“ {a(au¢)6¢+a(au¢*)5¢ : (3.145)
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which vanishes if the function in the total derivative is well behaved at infinity (65 = 0) for any
small variation d¢. If we now consider the system placed in a box of finite volume such that,
assuming the variation d¢ is an actual symmetry of the system, we will still retain that

oL oL
58 OX:/ d*z0 [ 5+ s¢*| =0. 3.146
= o0 (50,07 T 90,07 (3140
Now going back to our symmetry of interest, if we consider the variation
dp=¢— ¢
o= ¢. ) (3.147)
= ¢ — ¢ ~ iag,
this will leads to
oL oL
a d*zd, [z b—i ¢*] =0
(0 0(0,,¢*
box ( H¢) ( #¢ ) (3148)

oL oL
= {Zawm‘b BT D } =0

where the integrand must vanish if the integral does since the box is an arbitrary volume. We
denote the contravariant term in brackets as

o oc o
@) =51 T 5.

= j*(x) =2Im{¢0,9"},

¢,

(3.149)

where the second line comes from plugging in the explicit form of the Lagrangian into the
expression for j#(xz). This object is referred to as the Noether current density, which we see is
conserved if d¢ is indeed a symmetry of the system:

0" (x) =0, (3.150)

Separating out the space and time components, we get the relation
Duj"(x) = dop+V -3 =0, (3.151)
which if integrated over an infinite spatial volume ([ dz), grants the relation

(90/d3xp =0, (3.152)

as long as j is well behaved and falls off sufficiently fast at infinity. We call the integral [ d3zp
the Noether charge @), which is conserved in time Jy@Q = 0. These results constitute what is
known as Noether’s theorem, which reads:

Theorem 3.8.1. FEvery continuous symmetry corresponds to a conserved quantity.

This of course extends to all symmetries (e.g. time translation symmetry leading to energy
conservation) and not just the symmetry we are studying in this section, making it one of the
most important results in modern physics.
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§3.8.2 Noether’s Theorem: Quantum Mechanics

In the previous section, we saw how conserved quantities arise in classical fields in the presence of
continuous symmetries. In this section, we will extend this concept to tackle quantum mechanical
systems. This will require us to ensure that the symmetries we saw in the action extend also
to the path integral (elevating the classical action to a full quantum theory). It turns out that
working in terms of the Minkowski action (by performing the Wick rotation) is easier for this
task, so we write the partition function written as

Z = /Dd,eis, (3.153)

where S = —/d4x [ama%* +m2|pf® + 4A|¢|4} . (3.154)

The path integral for complex scalar fields will then have to be
Z= / DyDy-e 51971 (3.155)
In order to see if the symmetry of ¢ — ¢’ = e*“¢ is indeed a symmetry of the QFT, we will have
to check if
/ DyDy-eS1997] = / Dy Dy 5P, (3.156)

Before doing so, we will make another generalization to the transformation we had earlier. That
is, we will now make o = «(x), such that the transformation now become locally defined:

p(z) —  e@g(x). (3.157)

Since the result of Noether’s theorem holds for any small variation d¢(x) at least to linear order,
it stands to reason that the transformation above would also hold granted that «(z) is small
such that the variation is instead

5(x) = ia()p(a) (3.158)
= 5S:/d4x8# {a(x) (ia(gf(bﬁ—ia(g;*ﬁ*ﬂ
_ / diz 9, [o(x)j" ()]
_ / 0 a(2)0,5" (2) + / d'z ¥ (2)d,0(x)
:/d‘lxj“(x)auoz(x),

(3.159)

since we know that 9, j*(x) = 0. With this, we can write the path amplitude as

(iS[0',0] _ ,iS[9,97] ,i6S

. . 3.160
= S10:97] (1 +i/d4xj“3uoz> . ( )



CHAPTER 3. INTERACTING QFT 46

The path integral measure under the transformation becomes

Dy — Dye™®), (3.161a)
Dy —  Dyee @), (3.161b)

which implies that DDy~ = Dy Dyr+. As such, we have that to linear order in the parameter
ax):

/d4m8 a /D(ﬂ)(p*@ls (x) =0,
= /d4x8ua(x) X (7" (x))an = 0,
= /d zo(x)0, (j* (2))fan = 0,

0 (J" () a1 = 0‘

(3.162)

where we noted that the integrand must vanish along with the integral since «(x) although small,
is an arbitrary function of x. So we see that in the full QFT, the expectation value of the
Noether current is conserved.

§3.8.3 Ward-Takahashi Identity

In QFT, alongside the Noether conservation laws is an additional constraint on correlation func-
tions which arise from local transformation invariance. This additional constraint is known as
the Ward-Takahashi identity, and are powerful because they provide an exact (nonperturbative)
relation in QFT. To start off, we consider the two-point function for a complex scalar field

J DDy p(x)™ (y)
~ .

(¢(x)¢" (y))fan = (3.163)

Considering once again the local transformation, we see that since it leaves the action invariant
(to first-order in «), along with the path integral measure and quadratic field terms invariant,
we have that

[ PiDe 56006 0) = [ PuDe® 6 )5 ). (3.164)

However, if we expand the quadratic field term and path amplitude (done in the previous section)
in the integral up to linear order in «, we get

¢'(2)¢" (y) = ¢(2)¢" (y) [1 + ie(x) — ia(y)], (3.165)
eiS19797] — (iS16:97] (1 +i / d%j“aua) : (3.166)

Plugging this back into the propagator gives that the variation d¢(x)¢*(y) takes the form

<¢(z)¢*(y) [(1 +i/d4xj“8ﬂoz> [1+ia(z) —ia(y)] — 1} >qu =0. (3.167)
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Keeping only linear terms in a(x) gives
0= /d42<¢(x)¢*(y)j“(Z)a,ta(z)huu + (@(x)p(y)a(z))ran — (G(2)d(y)(y)) fun (3.168)
- /d4za(2) (=0 (D(2)0"(¥)3" (2))gan + (2(2)0"(Y)) g 0(x — 2) = (D(2) " () g (¥ — 2)] -

Once again, since « is an arbitrary function, the integrand must vanish along with the integral
so we are left with

‘ O (D(2) 0" (9)5"(2))gn = (B(2)0"(¥))gun O(z — 2) — ((2) ™ (¥)) gun 6 (¥ — 2) ‘ (3.169)

where 9, only acts on the z coordinates. This is the Ward-Takahashi identity. Looking rather
complex, the Ward-Takahashi identity simplifies greatly in momentum space by Fourier trans-
forms (derivation not included here) to give

s funt = Gran(P + K) — Gran(P) | (3.170)

where T's ry denotes the full 3-vertex of the theory, Gru(x — y) = (¢(2)¢*(y))run and tildes
denote Fourier transforms. So we see that for the complex scalar field, the Ward identity grants
us a relation between the full propagator (RHS) and the full 3-vertex (LHS) which are exact
relations in QFT.

§3.9 The O(N)-Vector Model

In the previous section, we have been dealing with complex scalar fields which are effectively
a 2-component scalar fields consisting of components ¢;(x) and ¢o(x). In this section, we are
going to generalize this notion to scalar fields with N-components. For a 2-component scalar
field, recall that the U(1) transformation was a symmetry of the action. This transformation can
instead be written as a matrix-vector operation on the components of the scalar field as follows

¢'(x) = e ¢(x), (3.171a)
= V/l(x)} - [ cosa Sino‘} {‘bl(x)} . (3.171b)

h(x) —sina  cosal |pa(x)
Written in this way, the transformation is now instead an element of SO(2) or simply a rotation
matrix in 2-dimensions. To generalize to an N-component scalar field, we then consider trans-

formations which are elements of SO(N), which then render the ¢* theory Euclidean action (in
3+1 coordinate dimensions) as

Sg = /d4xE |:;6a¢ : aa¢ + %m2¢ : ¢) + %(d) : ¢)2:| ’ (3172)

where bolded symbols indicate vectors (i.e. ¢ = (E) The QFT that arises from this generalization
is known as the O(IN)-vector model, with partition function given as

7= /Dqse*SE, (3.173)
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where of course in the cases where N = 2 and N = 1, we return to the complex and real scalar
field QFTs respectively.

Note: A benefit of the O(IV)-vector model is that the QFT can in fact be solved exactly
in the limit of large N (N > 1). This is a rare case in which perturbation theory is not
required to study the QFT. A useful reference for this topic can be found here.

To solve the O(N) vector model in the large N limit, we insert the identity as a path integral
over a d-function into the partition function

Z= /:ane*SE x 1

~ [Does [Drio—-¢/)

= /D¢e_SE/'Dg/Dgexp (i/d4x§-(a—d)~¢/N))
= [ DyDyDe exp ! dz¢ - |-0% +m? + % ¢ — 20N [ d*zo®+i [ d'zéo
/ (=3[0 | | oo [t i [ aeeo)

= /Dd,Dg exp (;/d4x¢- [32 +m? + QKﬂ ¢ — 8)\% d4z§2) )
(3.174)

If we then rescale the auxiliary field £ we introduced to & — N¢&, we get
1 4 2 2 . N 42
Z = | DyD¢exp -5 d*zg - [-05 +m” + 2i¢] ¢ — o d*ze? ) . (3.175)
Further decomposing the this auxiliary field into mean-field and fluctuation terms &(z) = € +
d¢(x), we get
_ 1 NBV - N
7 = /dg/%pég exp (—2 /d4x¢- [—02 +m? +2i¢] ¢ — %gz Y d4m5§2> .
(3.176)

So far, everything we have done has been exact for all N. It is now time to consider the large N
limit where we note that the fluctuation term only contributes a order In N term in the exponent
(due to the path integral), whereas the mean-field term contributed a term of order N. As such,
we are left with

lm 7 = /dg/%%g exp (—;/d“w- [—02 +m® +2i¢] ¢ — ]\g‘/g?)

N>1
_ / dE exp (Nln Ziveo (T, \/m? + 2i€) — Z\;’i\vg2> ,

where the “mass” of the real scalar field is then \/m?2 + 2i€. The remaining integral can be
evaluated with the saddle point approximation (which becomes exact when N — oo0) which

(3.177)


https://arxiv.org/pdf/1905.09290.pdf
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gives
- N -
]ygll Z = exp <N In Zgyeo (T, \/ m2 + 2i€) — 5;/52) , (3.178)

where € = §~ is the saddle point. From the partition function, we can then derive the pressure

(recalling p=TInZ/V) as
&2
pfrcc(T, m2 + 225) - 2A‘| . (3179)

We stress again that this result is exact for the large N limit on the O(N)-vector model, where
the result depends on the coupling A, both explicitly and implicitly through the saddle point

condition:
0 / N €
— T 242 — = =0. 1
agpfree ( A/ m2 + z§> ™ 0 (3.180)

83.9.1 Non-perturbative Renormalization

p(T,m,\) = N

The exact result we have above is unfortunately, still divergent due to the divergence in the free
pressure. For this, we will require a non-perturbative renormalization scheme. For a simplifcation
of the technicalities of this procedure, we will set the mass parameter to m = 0. In the MS scheme,
we obtained that the regularized pressure can be read off from Eq. (2.35), which reads

mt 1 T2e3/2
pfree(T7 m) = in2 |:E + In ( 3 >:| — JB(T, m) (3.181)

Plugging in the new effective mass from the O(N)-vector model and setting m = 0 gives the
saddle point condition

z [1 272 m2el/?
— |-+ — +1 — Ig(T,V2x) = 182
82 L + A + n< 2z ﬂ 5(T,v2z) =0, (3.182)

where we defined x = zé for lighter notation. At this point, perturbative renormalization is not
an option since the value of the saddle was determined non-perturbatively. In this case, it is
possible to non-perturbatively renormalize the pressure by setting

2 1 o

>\phys 3 A ’

x [ 2n2 7i%\/e

o o (5507 - 1er v =0 (3.183)

2

wjw

£L'2 ﬂQe xT
= prenorm(T7 >‘) =N [167'('2 In ( 2r o JB(T’ \/%) * 8)\phys '

So we find that in the large N limit, the O(NV)-vector model is renormalizable, for which in the
m = 0 (dimensional regularization) case, the theory only requires coupling constant renormal-
ization and in particular, no cosmological constant counter term.
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Let us now consider properties of this solution. Because a physical observable cannot be scale
dependent, we must enforce the condition we did in Eq. (3.95), which for pressure reads

—dp(T, Apnys) L1 d 1
AP Aphys) _ 2 | L |0 3.184
it T e T T Shome (3.184)

Once again using the definition of g is Sec. (3.7), we have that

_ 76)‘phy5(ﬂ) _ /\ghys
B=q on w2 (3.185)

272

w02 | (3.186)

= )\phys (ﬂ) =

where the two expressions above are exact in the large N limit. Here, pg is the Landau pole of
the theory which we defined earlier (i.e. the value of 71 such that Appys(ft) — 00).

Note: The O(N)-vector model does not have a good high energy (i — oo) continuum
limit since the theory becomes infinitely coupled at @ = pp. So the O(N)-vector model
is an “effective theory” valid for @ < pug-

Unlike other theories, the O(N)-vector model has a finite cosmological constant, which is defined
as the energy density of free space (vacuum pressure). This is computed as the zero temperature
(T = 0) pressure

N 2 -2 2 2 2
prenorm(T = O,/\) = = |}Il (HJ < + T

1672 2z Aphys
. (3.187)
Nz? pie?
e ln .
1672 2z
where we plugged in the explicitly form of Apnys. The saddle point solution is then
1
AN (0
82 2x
,uae% (3.188)

= =0 or xz=

=

prenorm(T =0,A)=0 ‘a

where we discarded the x # 0 solution since it is proportional to the Landau pole which is where
the theory fails (is unreliable). This result, albeit appealing may be misleading since we recall
that in dimensional regularization, only logarithmic divergences are registered. By contrast,
cut-off regularization would contain cut-off terms such proportional to A2, A*, etc., which would
require additional counter term. As such, the result of the cosmological constant obtained
from dimensional regularization need to be interpreted with great care!
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§3.9.2 Finite Temperature Pressure

Let’s go back to looking at the pressure at finite temperatures. To do so, we will first adopt the
notation where we write the temperature as

T = ppe X, (3.189)

which indicates that the temperature is exponentially suppressed from pg by virtue of y > 1.
With this, we have that the pressure and saddle point conditions can be written as

2

T2e5+2x
prenorm(T) =N [1;72 In ( 62; ) - JB (T7 \% 255)] 5 (3190&)

8 2z

T2 142y
i <e> — Ip(T,v2z) = 0. (3.190D)

We also note that the functions Jg and Ig can be written as sums over modified Bessel functions

Jp(T,m) = — — Ko (nmp), (3.191a)

n=1
mT <= 1
I(T,m) = 5 5 > —K1(nmp). (3.191b)
n=1

Since z has to be proportional to T2 have mass-dimension 2, we can write z = m%(x)T?, where
mp(x) is some generalized coupling. The saddle point condition on  now becomes a condition
on mp(x), which can be solved numerically. Plugging this back into the pressure gives the plot
shown in Fig. 3.11.

ol )/ {Npfree)
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Figure 3.11: Plot of the renormalized finite temperature pressure (normalized by the free pressure)
against the temperature parameter x.



Chapter 4

Fermions

Thus far, we have dealt with scalar field theories which are commonly referred to as spin-0 fields
(a.k.a. bosonic fields). However, most of the fundamental fields that arise in nature are not
scalar fields (with the exception of the Higgs field). As such, wed want to understand how to
set-up systems with fields that have non-zero spin. In this chapter, we will be moving into a
study of fermionic quantum field theories by considering the path integral for fermionic (spin—%)
quantum fields.

84.1 From Bosons to Fermions

As a first step, it would be useful to review some of the steps taken to construct bosonic quantum
field theories. For bosons, we started by taking the harmonic oscillator Hamiltonian

—0; + %) (4.1)

where ¢ = 1/mw and
. 04t+4q
a= , 4.2a
—0. +é
ot = —%atd (4.2b)

known as the ladder operators. These ladder operators have specific commutation relations which
are written as
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which allow us to write the Hamiltonian as

W
H==1{aal, 4.4
“ (al,a) (1.0
where {...,...} denotes the anti-commutator. The ladder operators can of course raise and lower

the state of the system via the relations

aln) =+vnn—1), (4.5a)
al=vn+1n+1). (4.5b)

The partition function for this system is computed as

oo

Z=3(n|e " |n)

0

3
Il

o Bw(n+3) (4.6)

M

0

3

~ sinh(Bw/2)

Fermions on the other hand, are defined by different commutation relations from those of bosons.
They instead follow the analogous anti-commutation relations

{af,a}} —1, (4.72)

{ag, a5} = {a},&}} =0, (4.7b)

which will allow us to write the fermionic Hamiltonian as
. w

. ot 1
Hy = 3 {a},af} =w (a}af — 2) . (4.8)

The anti-commutator relations for fermions imply that there are only two energy eigenstates in
the Hilbert space since

(4.9)

So only the states |0) and |1) are permissible. The fermionic partition function is then computed
as a sum over just these two states

Zp = (0]e% |0) + (1] ~Ft5ar 1)
Bw _ Bw
=ez te 2 (4.10)

= 2cosh <ﬂ2w) .
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For fermions, we can also define specific bra and ket states built from the fermionic ladder

*

operators through the use of Grassmann variables (see App. A) ¢ and ¢*:

le) = e~ 0) = (1 — cal) |0y, (4.11a)
(c| = (0] = (0] (1 — ¢*a), (4.11Db)
such that
ale) =c|0), (4.12a)
(c|at = (0] . (4.12b)

Such states have transition amplitudes
(c'le) = (0] (1 —c*a) (1 - C&T) |0)
=1+ (0|ac*ca’ |0)
=1+ (0] *c|0)

/ I®
=1+c*c=¢e° °

(4.13)

where we demanded that the fermionic ladder operators also anti-commute with the grassmann
variables. With these definitions and using the properties of Grassmann variables, we have the
identity

/dc*dc e~ Cle) (e =1, (4.14)

implying that this relation above generalizes the completeness relation for commuting systems
to anti-commuting system. Another useful identity involving bosonic operators and Grassmann
integrals is

/dc*dc e ¢ (—c|Alc) = Tr{/l} ! (4.15)

which defines the trace of a bosonic operator in a fermionic system. With this, we have all the
necessary tools to construct the path integral for fermions.

84.1.1 Fermionic Path Integrals

We start with the partition function for fermions written in terms of the trace as

Zp = Tr{e_ﬁﬁ} = /dc*dc e ¢ (—c| e=PH |e) . (4.16)

Next, we follow the scheme in Sec. 1.3 and split the Boltzmann factor into a product of N > 1
pieces € = 3/N, such that
—BH

e = e HegmeHo—cH  o—cH (4.17)
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for which we then insert the fermionic completeness relation of Eq. (4.14), which gives ob-
jects

7% (e5 e |e; 1) = eI em T (cjle; )

= exp [_e (<—> . H(C;,le)ﬂ | (4.18)

€

where H(c},c;j—1) is no longer an operator but a function evaluated at the associated values of

*

c¢; and ¢;. The resulting partition function can be written as
Zy = /dc?vch/dc}kv_lch_l.../dc’{dclefsE, (4.19a)
where Sg = ez [C}H”lej + H(cj+17cj)] : (4.19b)
j=1

For fermions, we then enforce anti-periodic boundary conditions which mean that we identify
cyy1 = —cp and ¢y, = —cj. As before, we can think of this discretization of 8 with N points
as points on a thermal circle, which in the limit NV — oo renders these ¢ Grassmann variables a
function of the imaginary time parameter T € [0, 5], such that ¢(8) = —c(0) and ¢*(5) = —c*(0).
So the partition function in this continuum limit becomes

zy::/pfpc@mllfdf(aj:+faa;@>]. (4.20)

84.1.2 The Dirac Equation

Recall that in Sec. 2.3.1, we introduced the equation of motion for free scalar fields known as the
Klein-Gordon equation

(O-m?) ¢ =0, (4.21)

which was derived from the Euler-Lagrange equation given in Eq. (2.8). In this section, we
want to once again derive an equation of motion (wave-equation) but this time, for fermionic
fields. For non-relativistic particles, the wave equation for fermions is simply the Schrodinger’s
equation, written for free particles as

TRVES —%V%. (4.22)

Unfortunately, the time and space derivatives in this equation appear asymmetrically and hence
is clearly not Lorentz invariant (unable to be used for a relativistic QFT). To try and fix this,
we note that the usual right hand side of the Schrédinger equation is the Hamiltonian acting on
1, so we attempt to replace it with the relativistic free-particle energy

E =+/m?+p? (4.23)

= i0) = /m? + p2. (4.24)
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This equation still has some issues as it is non-local and still not Lorentz invariant. If however,
we apply the operators on both sides twice, we get the expression

(=07 —p* —m?)p = (O0—m?) =0, (4.25)

which is once again the Klein-Gordon equation! But what about fermions? Dirac proposed that
perhaps the wrong square root of the Klein-Gordon equation was taken in the earlier step, and
perhaps we just have to take the “correct” square root (to get an equation that was linear in
derivatives). To do so, he used the ansatz

i) = Hip = (—iav - V + Bm) 1, (4.26)

where v and 8 are constants of the ansatz. In order to ensure that this ansatz was consistent,
applying the operators twice as before must yield the Klein-Gordon equation, so we try

—0%) = (—ia;j0; + pm) (—iagO + Bm)

] 9 o (4.27)

= [a;ar0;0, — i (a8 + Baj) 0; + B2m?] 1.
Clearly for ordinary numbers a; and /3, the cross term will not vanish and we will not retrieve
the Klein-Gordon equation. But Dirac realized that consistency could be acheived if these were
in fact not numbers, but matrices which satisfied

{aj, i} = 26,1, (4.28a)
{a;,8} =0, (4.28b)
B*=1 (4.28¢)

In modern notation, we can define what are known as the Dirac matrices via v¥ = [, Sa]. Dirac
matrices fullfill the following anti-commutation relation:

{v*, v} = —2¢""1, (4.29)

which constitutes what is known as a Clifford algebra (¢g"” being the metric tensor). We note
that the timelike y-matrices are Hermitian, while the spacelike y-matrices are anti-Hermitian:

()T =1, (4.30a)
() =+, (4.30Db)
= | ()T =121} (4.30c)

With the Dirac matrices, the Dirac equation from taking the “correct” square root is

(10,7 —m) ¥ =0], (4.31)

which fulfills the property
(104" +m) (10" —m)p = (—aﬂaﬂ“y” — m2) )
1
_iauay {7#7 'YU} - m2> ¢
= (8M81,gl“’]1 - m2) (
= (0-m?) .

(4.32)
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Note that although this appears as the Klein-Gordon equation, the object in question here v
must have multiple components unlike ¢. We thus call ¢ the spinor field, which is a relativistic
extension of the quantum wave function. There are in fact different ways to construct v* such
that it satisfies the Clifford algebra, but the matrix representation of these in 3 4+ 1 dimensions
is given by

I 0 ; 0 4
0 _ |*2 J — J

where &; are the Pauli matrices. Since each component of v* is a 4 x 4 matrix, the spinor field
will be represented as a 4-component vector which we often denote with index a:

G

_ (¥
Yo = N (4.34)

(O

Also for lighter notation, since the combination 9,v* appears so often, we often denote this
as

ot =9, (4.35)

read as the Dirac-slash. For complex conjugation, we define the Dirac adjoint of v as
P =740, (4.36)

Strangely enough, the route we have taken to deriving the Dirac equation has led us to attaining
an equation of motion of ¥ without knowing the Lagrangian density. As such, we can reverse
engineer the equation, treating ¢ and 1 as independent variables which each satisfy the Euler-
Lagrange equations such that

oL oL
— —0y==——=0, 4.37
o0~ % 90,0) (437
Ly 0, (49
o A(0uv)
= L=4v (i —m)y. (4.39)
From this, we can also construct the Hamiltonian density as
H =100y — L,
— i ot — B (i) — m) (4.40)

=1 (=iv70; + m) v

where IT = 9L/0(0y) = ¥ir® = i@T is the conjugate momentum. Integrating this over all
coordinates gives the Hamiltonian

H= /d?’x?-l = /d%@(—mjaj +m) 1. (4.41)
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For all intends and purposes, 1) and 1! here are taken as classical (but anti-commuting) fields.
Only when we quantize the theory do these become operators which play the role of the fermionic
ladder operators (as in canonical second quantization). To then get an expression for the path
integral, we identify v, 9! with ¢, ¢* to get

Zp = /Dwﬂ)w e 58, (4.42a)

B
where Sg = / /dgx T [0- —i7°470; +7"m] v, (4.42b)
0

with Sk known as the Euclidean action for Dirac fermions.

Note: To reiterate the anti-periodic boundary conditions, we once again state the iden-
tification on the thermal circle (0, z) = (8, x).

In the Euclidean picture (converting to imaginary time via a Wick rotation), we can define the
Euclidean Dirac matrices as

% =0 (4.432)
N~ (4.43b)

which obey the anti-commutation and Hermiticity relations

{,YaEa’YbE} = zéab]L (444&)
()t =42 (4.44D)

Finally, we can write the partition function in terms of the Dirac adjoint as

Zy x /prw exp [—/d‘lx};@/}(vfaa +m) |, (4.45)

where proportionality is due to the fact that we did not include a constant matrix out front
which arises from the Jacobian. Now, we look to evaluating this path integral. To do so, we first
write the fermionic field as a Fourier series

W(r.a) = % S5 e, k), (4.46)
n k

where V' is the volume of space and the fermionic Matsubara frequencies are given as

&n = (2n + 17T, (4.47)

due to anti-periodicity. We can also define a fermionic Euclidean momentum by taking the
boundary conditions in space as periodic (although those in time are anti-periodic) as

P, = (wn,p). (4.48)
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With this, we can write the Fourier expansion as

1

V(@) = 5 %j eK=(K). (4.49)
The Dirac adjoint of this is then

_ 1 ik,

b@) = 3y %j e K TY(K), (4.50)

which gives the Euclidean action

Sp= =i [z S = (P-RIYK) [1yE B, +m] §(P)
62V2/ g}; K) [ Po -+ m] (P

- %v S UP) [0 P+ m] H(P) (4.51)
P

= BLV Z@(P) [i}g—&-m} b(P).
P

Putting this back into the partition function and dropping all the tildes on the Fourier trans-
formed field terms, we are left with

Zf /DED,Z, exp _ﬂi‘/ gl/;(lz’) (z]5 + m> v(P)|, (4.52)

which is a Gaussian-type integral and can be evaluated using the multidimensional Grassmann
integration rules for Gaussians in App. A to give

2 = CTJ det [z’ﬁ + m} : (4.53)
2

where the determinant is over spinor space (spanned by the Dirac matrices 72) and C is an
overall constant. Since Zy is real, we have that

det [iP +-m] = det [ [-ifo 4 m] [16 +-m]
= det \/ }52 + m?2
= det (P2 + m2> Iy

= (P2 +m2)2.

(4.54)
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So finally, we have
2, =CT] (P* +m?)
P

=¢ I[ T]@2+E2?, (4.55)

n=—oo p

- 2= [peon (%)) <o (150 [ 222 )] )|

where E, = /p? + m?. With this, we can derive the fermionic free pressure

4 E
Pree = v > {21’ +Tn(1+ eBEp)} , (4.56)
p

which in the large volume limit, becomes

dp [E _
p{ree:zx/ 2n)? {;+T1n(1+e BEP)} : (4.57)

Notice the resemblence of these result with that for bosons in Egs. (2.19) and (2.21). Most
noticeable are the factor 4 and change in sign of the exponent in the logarithm of the integrand.
Because of this, the bosonic and fermionic pressures are related in the zero-temperature limit

(T'=0) by
Phiee(T = 0) = —4p} o (T = 0). (4.58)
Therefore, one fermionic degree of freedom (see Sec. 3.8) is one-quarter the free fermionic pressure

and the negative of a bosonic degree of freedom. Hence, a theory of an equal number of bosons
and fermions is said to have vanishing pressure (cosmological constant).



Chapter 5

Gauge Fields

Thus far, we have dealt with quantum field theories for scalar fields and fermions. To extend our
discuss of QFT, we will need to now address an important class of fields known as gauge fields.
Gauge fields are in fact found in nature and give rise to important theories such as quantum
electrodynamics.

§5.1 Introduction

To begin, we recall that the Euclidean action for a complex field was given as
Se = [ dtar [0,00,07 + V(Vo5)|. (5.1)

for which it was Lorentz and U(1) invariant. In the U(1) symmetries we considered, the trans-
formation ¢(x) — e'“¢(z) was not o dependent (« is x independent), so we refer this as a global
U(1) transformation or a gauge transformation (because we are “re-gauging” what it means to
have a certain value of ¢). If o was instead dependent on z (i.e. ¢(x) — @) ¢(x)), this trans-
formation would be known as a local gauge transformation. The action for the complex scalar
field above is however not local gauge invariant, so it would be prudent for us to look for an
action that is. First, we consider the result of a local gauge transformation on J,¢:

B —  Oa (em@)(b):em(r) [6Ouic(z) + Dad] . (5.2)

We call this the local U(1) gauge field. We see that in this case, there is an extra term of ¢, ic(x)
which arises unlike in global U(1) transformations. The question now is then, how do we modify
the action such that these terms disappear? One such possibility is adding a new field A,,
appropriately to the action:

Se = [ (@, + 14000, - i) 6" + V(165 (53)

in which this new field must transform under local gauge transformations as

As(z) = Aul(z) — da(x). (5.4)

61
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We now introduce a new operator associated to this new field:

D, =0, —iA,, (5.5)
which we call the gauge-covariant derivative. This shortens the notation of the action to

Se = [ s [Du (Dud)" + V(V/o5)]. (5.6)

This action is now manifestly real, Lorentz invariant and local gauge invariant. Extending this
idea, we can now ask what other terms could be allowed in the action associated to A,(z)? For
one, we can consider an anti-symmetric tensor

Fab = aaAb - 8bAa7 (57)

which is local gauge and Lorentz invariant. We term this tensor as the field strength tensor,
which is conventionally added to the action with a factor 1/4 to give

Sg = /d4$E |:Da¢(Da¢)* + V(\/ ¢¢*) + iFabFab . (58)

Alternatively, we could also consider the addition of this tensor along with the 4-dimensional
Levi-Civita tensor, Fap€qpeaFreq. This however would violate an additional symmetry known as
parity, which we will cater to a later time for further discussion. For now, we shall simply disallow
the addition of this term to our action. The action in Eq. (5.8) constitutes a theory known as
scalar electrodynamics. This is so because it turns out that the resulting equations of motion for
the gauge field A,(z) work out to be exactly Maxwell’s equations for classical electrodynamics.
The gauge field is coupled to the complex scalar field via the gauge-covariant coupling, which
renders the complex scalar field as the “matter content” in the theory (i.e. the equivalent of
electrons in electromagnetism).

Note: Since electrons are fermions, this scalar-gauge theory is not “real”, and simply a
toy model which is simpler to analyze.

To now promote this theory to a QFT, we will have to plug the action into a path integral

Z= /D¢*D¢DA6_SE. (5.9)

However, difficulties arise that were not present for scalar fields and fermions when we try to use
the same methods for gauge fields.

85.2 Quantum Electrodynamics

Quantum electrodynamics (QED) is a relativistic quantum theory of light and matter interaction
(i.e. the quantum mechanical extension of classical electrodynamics). Since the scalar field is
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in fact not completely representative of the actual theory of QED (where fermionic fields are
necessary), we will just concentrate on the gauge field term so that

1
Sp =7 / d*zpFaFa, (5.10)

where as defined earlier, F,;, = 0,4y — OpA,.

Note: Including the actual matter associated spinor field into the theory does not change
at all the procedure to which the path integral for the gauge field is solved.

It is only natural then that the extension of this theory to a QFT would be to write
7 = /DAe_SE, (5.11)

for which since the gauge field term is quadratic, we consider its Fourier transform

Aq(x) = ﬁiv ; KT A, (). (5.12)

The Euclidean action then becomes

Sy — wiv ; Au(K) [K26,) — KoISy) Ay(—K). (5.13)

Neglecting the Jacobian from the Fourier transform (since it is just a constant) leaves us with

7 =[] det{ K60y — K Ko} 2. (5.14)
K

This result seems fine except for the fact that the matrix K 25a,b — K,K3, has a vanishing
eigenvalue associated to eigenvector K,:

(K200 — KoK Ko = 0. (5.15)

This means that the matrix is not invertible and det{K%a’b — KaKb} = 0, which leads to a
divergence in Z. The reason why this happens, is in fact because of the invariance of the action
under the local gauge transformation, implying essentially that there is an infinite class of gauge
fields which the integral goes over, i.e.:

oo
Z ~ / dov et o) (5.16)

—00

so Z indeed converges. There are of course ways to better understand this theory such as
regularization of the integral by inserting cutoffs, which in this case is referred to compactifying
the range of the gauge parameter leading to a compact U (1) gauge theory. Such methods result
in interesting properties such as self-interacting photons, which unfortunately does not occur in
nature and so is not a very accurate means of dedaling with this divergence.
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§5.2.1 The Fadeev-Popov Trick

Since the partition function diverges as a result of the gauge invariance, there is an easy (albeit
not very elegant) way to break this gauge symmetry which fixes a gauge. Examples of these
gauge conditions are:

Coulomb gauge : 9;4; =0, (5.17a)
Landau gauge : 0,4, = 0. (5.17b)

In general, we can denote an arbitrary gauge condition as G[A] = f. By adding such conditions,
the path integral would not only run over inequivalent gauge fields (gf) which we denote
A:

Zys = /Dze*SEW (5.18)
From here, we insert the gauge condition into the expression by writing

Zot = /DZDgé(G[A} — feSelA]

- /DZD"DJ“;(G[A] - det{ 666:([;4] }6SE[A]

= / DaDso(G[A] - f) det{ag([ﬂ}ei J d'zpf? (@) = SslA]

= /DA det{aG[A]}e215fd496EG2[A]e_SE[A]7
Oa

(5.19)

where £ is an arbitrary parameter that should not show up in the result. This path integral now
looks similar to those we had for scalars/fermions, but with the added determinant which com-
plicates things. To deal with this complication, we utilize the property of Grassmann variables
and add an integral over the Grassmann fields ¢ and ¢ such that

1 0GA]

Zgt = /DADCDEGXP (—25 d4mEG2[A] — Spl[4] - /d4mEcaac> . (5.20)

We call these auxiliary Grassmann fields Faddeev-Popov ghosts, and are merely incorporated as
a mathematical trick to compute the path integral (not physical fields). These auxiliary fields
must fulfil periodic boundary conditions like scalar fields do (though unlike fermions), which
renders the full Euclidean action of QED in practice as

SE = Smatter + Sgauge + ng + Sg‘host57 (5'21)

where Shatter constitutes the matter terms (associated to the fermionic fields),

1
Sgauge = 5 /d4$EFabFab, (5.22a)
1
St = % / d*zpG?[A], (5.22b)
_0G|A]
Sghosts = / d*zpe 90 © (5.22¢)
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§5.2.2 Solving the U(1) Path Integral

At this point, we now have the tools to solve the path integral over gauge fields in QED. Explicitly,
this U(1) path integral is written as

7 — /IDAIDEIDCefsgaugc7ng75ghosts. (5'23)

To start with, we need to choose a particular gauge condition to evaluate this, perferebly one
which makes our lives the easiest. The canonical choice is the Landau gauge:

G[A] = 9, Aq, (5.24)
= Ay —  Ag -, (5.25)

which then gives us that
0G[4] .
O

= /d4xE E@a%c (5.26)
foJe

= /d4mE 0,¢0,c.

4 —
Sghosts = /d TEC

In this gauge, Sghosts NO longer depends on the gauge field so the partition function is separable
into

7 = ZA X Zghos‘m (527&)

where Z, = / Dye Semuse =%t 74 4 = / DD, e~ Sehosts, (5.27h)

The gauge transformation function a(x) must be periodic such that a(r = 0,xz) = a(r = 5, z),
by construction of the gauge invariant Lagrangian. As such, the gauge fields are also periodic in
the timelike direction which implies that they have associated Matsubara frequencies Ky = 2anT
in Fourier space. The gauge field term in the partition function is then

1 - 1 y
ZA = /’DAeXp (—W ZAG(K) |:K26ab — KaKb + fKaKb:| Ab(—K)>
K ) (5.28)
1 -2
= Hdet{K26ab — K, K + KaKb} )
K 3

To further simplify this expression, we will need to compute the determinant, for which we define
the matrix

1
My, = K25, — K. Kp + gKaKb. (5.29)
We decompose this matrix into 2 projectors
T KaKb
P =5, — TR (5.30a)
K. K
pL _ b (5.30Db)

ab K2 ’
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which obey the identities

PP — o, (5.31a)
PP = P, (5.31b)
PP — pI). (5.31c)

The trace values of these projectors can then be computed as
{PG)} =113, (5.32a)

{PG} =1, (5.32b)

which tells us that the K2 eigenvalue as multiplicity 3, whereas K?2/¢ has multiplicity 1. The
result is that

det{ My} = (K?)3 <K:> : (5.33)

Plugging this into the partition function gives

Z = exp <—; Z [4In(K?) + 1n(§)]> (5.34)

K

Now for the ghost fields, we can also utilize the Fourier transform to get

Zghost = /DEDC exp (;/ ZC(K)ch(K)>

K

_ 2
=]Ix (5.35)
K
= exp (Z 1nK2> .
K
The total partition function of the U(1) gauge theory is then

Z = exp <—; Z [4In(K?) +In(¢)] + Zln K2> , (5.36)
K K

for which in the large volume limit, we convert the sum over K to an integral and dimension-
ally regularize the & constant term away (because it poses no logarithmic divergence) which
gives

K

Z = exp [— > 1n(K2)] : (5.37)
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which is exactly equal to the partition function of two free, real and massless scalar fields! As

such, the U(1) gauge field pressure is just

e
90 ’

P(T) = 2pgrec(m = 0,T) = (5.38)

which is in fact the pressure for perfect blackbody radiation. We also see that the U(1) gauge
field has two physical degrees of freedom.

85.2.3 The Temporal-Axial Gauge

In this lecture, we will be looking at solving the path integral in the temporal-azxis gauge

(TAG).

Note: Remember that performing the path integral in a different gauge does not change
any of the physics since the theory is gauge invariant. However, it does give us different
insights into the interpretations of the results and sometimes more intuitive equations to
help with understanding.

We do this for the U(1) gauge field, which we will see leads to a phenomenon known as the
Casimir effect. First recall that our action (ignoring the matter associated fields) consists of the
terms:

1
Sgaugc = 5 /d4xEFabFaba (539&)
1
Sgt = 5% / d*zpG?[A], (5.39D)
_O0G[A]
Sghosts = /d41'E c er C. (5390)
The TAG condition is then written as
GI[A] = — Ao, (5.40)

with the sign is simply convention. In the TAG, since the gauge field transforms under gauge
transformations as A, — A, — J,«, we have that

Sghost = /d4xE E80‘3- (541)

We once again have that Sghost does not depend on the gauge field, so the partition function is
separable into a gauge field dependent term and the ghost term:

Z = Z 4 X Zghost, (5.42a)

where Z, = / Dye Semuse =%t 74 4 = / DeD, e~ Sehosts, (5.42b)
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The path integral over temporal gauge fields Ay can be performed for arbitrary gauge parameter
&, for which we can send £ — 0 such that the gauge fixing partition function term becomes

Jim % = lim e~/ oAl TT 8[Ao(2)]. (5.43)
x

As for the gauge (field-strength tensor) term, we first consider a decomposition of the quadratic
field-strength tensor term into spatial and temporal components

1 1
SFavFab = FojFoj + 5 FjnFijn

2 (5.44)

1
= o A;00A; + 5 FjnFir — 20 Aodo A; + (8;40)° .

Integrating this with the gauge fixing term forces all Ay terms to vanish (by the delta-function),
which leaves

1 1
ZA = /DAj exp (—2 /d4$E {GOAJ&)AJ + 2Fngzg:|> 5 (545)

where the measure Dy, indicates that the path integral only considers the spatial components
of the gauge field. Since we have quadratic terms again, we take the Fourier transform of the
spatial gauge field terms

Ay(w) = ﬂiv ;eiK'wAj(Ky (5.46)

where K is still the full 4-dimensional wave-vector K = (w,, k), containing the Matsubara
frequencies. Plugging this into the partition function gives

. 1 _ .
Za= /DAl exp [_2 ZA1<_K> [WTQL(SJ']C + kQ(Si]‘ — ]{Jik‘j] A,(K) . (547)
K

Recall that in the Landau gauge, we arrived at a similar expression in Eq. (5.13) which was
divergent since it had a zero eigenvalue with vector K,. In the current case however, we see that
the partition is now

Zs = [ det{K26;; — kik;} 2, (5.48)
K

for which we introduce two projectors onto orthogonal spaces

Ty = 6,y — Lk’jf (5.492)
Li; = kliljj7 (5.49b)

we refer to as the transverse and longitudinal projectors in reference to their spatial orientations.
Written in terms of these projectors, the matrix elements are then

K?6;; — kikj = K*Ty; + w?Lyj, (5.50)
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making it clear that this matrix has no zero eigenvalues. So Z, in the TAG is well-defined.
Note that Tr{7;;} = 2 and Tr{L;;} = 1, so we have that the matrix has eigenvalue K? with
multiplicity 2, and eigenvalue w2 with multiplicity 1. The result is:

Za = exp l—; > 2In(K?) - % Zln(wi)] . (5.51)
K K

The ghost partition function just has a single temporal derivative, so it results in

Zghost = eEK ln(wn)’ (552)

which results in the total partition function

Z = Z 4 x Zghost = exp [— Zln(KQ)] : (5.53)
K

which is exactly the result found from performing the computation in the Landau gauge. We
note that the longitudinal contributions cancel in the final result, which is indicative of only
transverse photons left as physically observed in the theory. This is of course known to be true
in electrodynamics.

85.2.4 The Casimir Effect

The Casimir effect arises in systems that have non-trivial spatial boundary conditions where in
particular, we consider the case where 2 infinitely large parallel conducting plates experience a
force sheerly due to vacuum fluctuations predicted by QED. To see this force arise, we consider
the pressure p, and free energy €2 defined as

10lnZ
P=3 5y (5.54a)
0= J;—f. (5.54b)

We set the non-trivial boundary conditions (conducting plates) at z = 0 and z = L, so that E
and B vanish there. This also implies that

A(taxayvzzo) :A(tvxayaZ:L) =0, (555)
which then grants Fourier transform
1 -
— e=* A(k,)
2
% Z [cos(kzz) Re{fl(kz)} —sin(k,z) Im{fl(kz)H (5.56)
k.
1 ) ~
("))

A(z)
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where m € Z. Recall that for free scalar field theory (without non-trivial boundary conditions),
we would have path integrals of the form

/D¢e—% [ diapm?6(@) /D¢e—% ¥ i

— /pakpbke—%’2 o [ar+bi]
I (/) -
IR

k=—o00

1 U
= exp (—2 Zlnm2> .
k

However for the case of non-trivial boundary conditions, the real field components must vanish
so we are left instead with just

m?2 [=S] p ].
/Dbk(fT TiZobk = exp (4 Zln T;) ) (5.58)
k

so the parition function must be adjusted such that

Z = exp <—iZan(K2)> (5.59)
K
= wZ=— Y Yk )

wn ki k.

ki k.

(5.60)

where k3 = k2 + k2. Considering just the low-temperature limit (3/m > 1), we have

1nZ~——ZZ\/k2 + k2 (5.61)

ki k.

ZZ ki+( )2. (5.62)

Since we have assumed that the plates are infinitely large, k; becomes continuous in this limit

which renders the partition function as
mm\ 2
i ()
L L

BV
InZ = —— _57
e , , (5.63)

_BVL =1 [ m?n? 2 =1 (m2a%\?
T2 m;oces ) =M laT)

m=1

&k
(2m)?
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where we utilized the identity in Eq. (2.28). To further simplify this, we employ the use of the
Riemann-zeta function to get

_ pVin?
- 6L3

_ pVin?
-~ T20L3°

InZ

¢(=3)
(5.64)

Note: The Riemann-zeta function appears here because ¢(x) when analytically continued
to negative arguments, is essentially the same as performing dimensional regularization.

The Casimir pressure of this system is then

1 81nZ__ 72
- pVL 0L 240L4 |

p (5.65)

We see that the pressure is negative, which leads to an attractive force between the boundary
plates known as the Casimir effect. In SI, units this force per unit area is given as

F m2he

P=y = Toa0r2

~—-12x107YNm? L™ (5.66)

We see that this is an extremely small force, where even at nano scales (L ~ 107?), the force
would still only have a magnitude of ~ 10~ N. This is strictly a prediction of QFT and has
indeed been experimentally verified (Mohideen and Roy 1998, PRL 81 4549).

85.2.5 The Anomalous Electron Magnetic Moment

One of the key tests that affirmed the success of QED was the precision measurement of the
anomalous magnetic moment of the electron (i.e. the quantity g —2). In this section, we will be
computing the g-factor, g from the QED formalism we have developed. Recall that our action
for this theory was given by

SE = Smatter + Sgauge + Sgf + Sghostss (5.67)
where
Suter = [ d2iT (B +m) v, (5.680)
Sgauge = é / d*vpFuFu, (5.68b)
Sat = 2% / d*zpG?[A], (5.68¢)

0G| A]
da

Sghosts - /d4xEE C, (568d)

with ) = D,~v% and D,, = 9, + iA,(z) is the covariant derivative.
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Note: In this section, we use Greek letters even for Euclidean indices (i.e. raising and
lowering the indices bears no consequence to the expressions) so that we free up Latin
letters for color indices.

This action is invariant under U (1) local gauge transformations, for which the gauge field trans-
forms as A, (xz) = A,(z) — O,a(z). For convenience, we will scale the gauge (A4, — eA,,) such
that

— 1
Smatter + Sgauge = /d4xE |:'¢ ((? + ZeA) b+ ZFNVFMV > (5'69)

which is conventional in QED calculations. We computed the Dirac fermion Hamiltonian in
Eq. (4.41), written as

H= /d%a(fmjaj +m) 1, (5.70)

where 77 here denotes the Minkowski gamma matrices. To instead use the Euclidean gamma
matrices, we write

H= /d%@ (’yi;@j + m) V. (5.71)

This classical Hamiltonian is for a single Dirac fermion, however what we actually want in QED
is to couple the Dirac field to the gauge field. This is done in Spatter, SO We can see the classical
Hamiltonian contribution to QED is given as

AH =ie / Bz P A =ie / >z A, (5.72)

To simplify this, we can consider a specific gauge fixing condition where Ay = 0, which simplifies
the classical contribution to

AH = ie/d‘?’xafy%d)/lj. (5.73)

In the limit where the gauge field is small (matter dominated theory), the classical fermions will
satisfy the Dirac equation

(i 0 —m) Y =0, (5.74)

since any contribution that comes from the coupling from gauge fields and photons would be
an additional contribution of order A, which we take as small in amplitude. Considering just
time-independent Dirac fields (¢ = ¢(x)) then leaves us with

mip = =501, (5.75a)
m = (9;9) v (5.75b)
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With some algebra, we find that

1
m

P = 5 | (0) Yk — Pk (x| (5.76)

which is known as the Gordon identity. We can further simplify this identity by using the
relations

4 1 ¢ . 11 .
VB =5 {73;,%’%} +5 [ﬁ;m}%}

(5.77)
= ¢k — oIk,
where 07F = %['ﬁg,'y}g] Plugging this in to the Gordon identity then gives
_ 1 _ _ o
Do = 5. [(055) ¥ = D030 — 0k (F0"0)] (5.78)
which can be put back into the classical Hamiltonian to give
e — — e — .
Al = 1C / P [(09) ¥~ o) Ay + o / 20, (Totip) A, (5.79)

The second term in the expression above is in fact the spin-orbit (SO) coupling term in the
Hamiltonian, which can be rewritten as

AHSO = % / &Pz, (Do) A;

5.80
= —i/dgziajkz/)F- .
 4m gk

Considering an constant, uni-axial external magnetic field such that the only non-trivial term in
the field-strength tensor is Fi5 = Bs, we then have

AHSO = —pp / 3z ot Bs, (5.81)

where up = e/(2m). The the Dirac matrix representation for the gamma matrices, we have
that

i o3 O
012 = 5 [FYéaFY%jI = - |:03 :| ’ (582)

with o3 being the z Pauli matrix. The spin operator for fermions (spin—% particles) is given
as

{‘63 0} , (5.83)
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allowing us to then write the classical spin-orbit Hamiltonian as

AHSO = QMB/d?’xE(S -B)v|. (5.84)

The factor of 2 out front can be principle deviate from the value 2, for which it is then in general
referred to as the g-factor with symbol g. The treatment of the theory we have performed up
till now (albeit containing Dirac fields and being relativistic), is not yet a QFT since no path
integrals were taken. Hence, we can still consider this as a classical approximation (resulting in
g = 2). Quantizing this theory will result in g # 2, for which this is then (for historic reasons)
referred to as the anomalous contribution to the magnetic moment. We will see this now.

Recall that the Hamiltonian responsible for the magnetic moment of the electron is given in
Eq. (5.72), for which A also appears in the matter term of the action

Smatter = /d4IE¥ (a + ’L(iA) w (585)

Including the QFT loop corrections will then change the effective fermion-gauge field coupling,
which we will see arise using perturbation theory where we treat e < 1. Recall that the slash
on the gauge field denotes 4 = nyAm which gives us that explicitly, the fermion-photon vertex
is simply the integrand

i A, (5.86)

To extend this to QFT, we would get a vertez operator (responsible for the electron and photon
interaction) which arises from the taking the expectation value

FM(.’L‘l,.’L‘Q,xg) = /DEDw'DAe_SE W(.’El)AM(J/‘Q)’(/)(LIJ?,)] = <@($1)AM(J}2)’(/J(I3)>fu11. (587)

We can expand this into a perturbation series as in Eq. (3.8), which gives us the lowest non-trivial
order term as

FE}) (xlv I2, $3) = _<Smattera(x1)Au(x2)¢(x3)>

_ _ 5.88
= —ie’yf/d4xE<1/J(9C)Al,(m)lb(l")?/i(ﬁ)Au($2)¢($3)>~ (5:55)

To evaluate this, we utilize the Wick’s theorem which reduces the expression under the integral
to two free fermion propagators (¢1)) and a free photon propagator (4,A,). The integral over
g then enforces momentum conservation. Since these terms arise repeatedly in the perturbation
series, we can once again lighten the notation by introducing the connected, amputated vertex
function, which to leading order is simply written as

1),conn,. amp. __ E
r P= eyl (5.89)
This results in the leading order Hamiltonian as

AH(l) _ /dng @A‘ul—\&l)ﬁonn,. amp.w. (590)
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To get the full Hamiltonian correction, we simply replace F/(Ll)’conn" M with Teo™ #mP - From
here, in order to compute the QED corrections to the g-factor, we will be required to calculate
the corrections to the fermion-photon vertex. It will once again be advantageous to work in
Fourier space, where we consider the Fourier transformed vertex function f‘ﬂ (p1,p"). Notice that
this vertex function is only a function of 2 external momenta, precisely because momentum is
conserved (we choose these to describe the two electron momenta). We find that in general, it is
possible to decompose the full vertex function (in Fourier space) into

~ . ie
F#(p,p/) = Ze’YuFl (qz) + %U;WCIUFQ(QZ)a (5'91)

where p,p’ are the chosen 4-momenta of incoming and outgoing electrons, and ¢ = p’ — p is the
photon 4-momentum. The functions F;(¢?) and Fy(q?) are known as form factors, which in the
first-order vertex function are

(5.92a)

Fl ((]2) 17
) =0, (5.92b)

Fy(q°)

We can use the Gordon identity in Eq. (5.76) to replace the gamma matrix in the connected
vertex, which in Fourier space gives

5000 = — 50 0) [ (7, + pa) — ] (@) (59

Plugging this back into the vertex function results in

Fulp ) = 5 (0 + IR + 5ot [F(6) + Fald?)] | (59

We notice that only the second term above would contribute corrections pertaining to the mag-
netic field, which still implies that there is a relation between g and the form factors. The energy
change from spin-orbit coupling is computed from the expectation value (AH), for which since
we assume the external magnetic field is constant, we can take that the photon momentum is
zero (¢ = 0) which leaves us with

g =2[F1(0) + F2(0)]. (5.95)

As common in QFTs, it turns that that F;(0) and F3(0) are divergent but renormalizable by
the introduction of counter-terms in the Lagrangian (particularly in the electron charge, e —
ephys + 0¢e). If we choose the on-shell (OS) renormalization scheme, it works out that F(0) =1,
which gives

g—2=2F5(0), (5.96)

leaving us the task of computing F§5(0) from the fermion-photon vertex. If we approach this
perturbatively, we saw that F»(0) = 0 in the first-order vertex function and in fact is also trivial
in the second-order vertex function (because it consists of an odd number of A, terms). So the
next lowest non-trivial order would be order 3. This is written explicitly as

(—te —

X Blan) Au(@2)p (@))-

FEE’) (1‘1713271:3) = (5 97)
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Since the expectation here is taken w.r.t the free theory, it is Gaussian and can be decomposed
via Wick’s theorem into 2-point function terms we define as

o B
Sa:,f = <w¢¢y>a (598&)
Gy = (Aeudyp), (5.98b)

where a and (8 are the spinor indices we now make explicit, and we have moved the spacetime
coordinate arguments to indices (i.e. ¥(x) = 1,). Contracting all terms with the appropriate
permutation factors then leaves us with

FEL?)) (z1,%2,23) = ie® GZ,(SZGELZ;S3,y705y,z7psx,z7552,1~ (5.99)

Z,Y,z

We can now Fourier transform this which gives

P (P, P') = ie® / G G Spye Sk prpSK+PY5SPS(Q — (P = P)), (5.100)
K

and lighten the notation once again with the amputated vertex function

f\L3)7COl’lIl-, amp. (P7 P/) — ie?) / G?(U’YO'SK+P’VHSK+P’Y§7 (5101)
K

where we have omitted the momentum () photon propagator G’gf , and the external fermion
propagator Sp and Spr.

§5.3 Non-Abelian Gauge Theories

In the previous gauge theory we studied, the symmetry was a local U(1) transformation ¢(z) —
e @) ¢ (x). We have also seen that the U(1) transformations are isomorphic to SO(2) if we
decompose the complex scalar field as ¢(x) = (¢1 + i¢2)/v/2. In this section, we are going
to generalize this to transformations of an SO(N) gauge group. To do so, we can start by
considering the SO(3) gauge group with the 3-component O(N)-vector model which has the
action

2
Sp = /d4xE Baa¢.aa¢+ m?qmp . (5.102)

This action is invariant under the global SO(3) transformation

¢; = Rjp(ar, a2)u(z), (5.103)

where R (o1, o) is the 3-dimensional rotation matrix with 2 rotation parameters (angles) aq
and ap. We could continue the analysis in SO(3), however it would be more mathematically
convenient to continue discussions in SU(2) instead (whose Lie algebra is isomorphic). To do so,
we consider the object

3
O(x) = % > 6(@), (5.104)
j=1
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where ¢; are the Pauli matrices which are Hermitian, unitary and have Tr{c;or} = 20;,. As
such, we have the identity

Tr{0,®(2)9,2"(z)} = iaaqu(m)aa@(x) Tr{o;o}
1 (5.105)
= 50u05(2)0u05(2).
As such, we can rewrite the action as
Sw = Tr / g [0,8(2)0, 01 (z) + m*®(2)®! ()] . (5.106)

The SU(2) transformation on this new field object is then
d(z) — 7 D(x), (5.107a)
di(x) —  @f(x)e "%, (5.107b)
because
Tr{e™% @(x)fl)T(x)e*mj"j} = Tr{e "' % @(x)‘b*(:}s)} = Tr{CI)(a:)CI)T(x)}. (5.108)
So the action is indeed invariant under global SU(2) transformations. Now we are going to
repeat the same procedure for local SU(2) gauge transformations such that
d(x) — 9@UP(z), (5.109a)
of(z) —  f(z)e i@, (5.109b)
It works out that the corresponding gauge-covariant derivative in the SU(2) case (analogous to
the U(1) case) is given by
Dy = 0, + iAq(z), (5.110)

such that the gauge field here transforms as

Au(z) —  Ux)Au(2)UT () +i[0,U(2)|UT (x), (5.111a)
D, ®(z) — U(x)D,P(x), (5.111b)

where U(z) = €(*)% under local SU(2) gauge transformations. We can also ask what the
analog of the field-strength tensor (Fyp) is in U(1) for SU(2). To do so, we first write

Fop = —i[Dy, Dy] = 0, Ap — Oy Aq, (5.112)

which allows us to generalize this into SU(2) such that now

Fop = —’L'[Da, Db] = 0, Ay — OpAq + ’L'[Aa,Ab]. (5.113)

This indeed transforms appropriately as

Fo — UFRUT, (5.114)
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and has Tr{F; F } invariant under local SU(2) gauge transformations, for which the additional
term [Ag, Ap] in Fyp is now non-vanishing since the fields no longer commute. As such, this gauge
fields are called non-abelian and the theory is then a non-abelian gauge theory. We conventionally
include this non-abelian field-strength tensor into the action by

1
Sp = Tr/d4xE {aaé(x)aa@f(x) +m*®(2)® (2) + 5 FanFan | (5.115)
g

where the factor 1/(2¢?) is convention and g is known as the coupling constant of the non-abelian
field theory. We can also decompose the field-strength tensor into its vector components as

3
1 .
Fop(x) = B g o, F, (x), (5.116)
=1

so we have that
1 1 L
TI{QQQFabFab} = @FibFiI]b’ (5117)

with the indices running over a,b = 1,2,3,4 and j = 1,2,3. Recall that a,b are the Euclidean
Lorentz indices whereas j is referred to as the color index. Since we have used fairly general
notation for the N = 3 case using the color index, we can easily extend this to the case for
arbitrary N such that under SU(N) transformations, the non-abelian gauge field transforms as
already written above:

Ag(z) — Ux)Au(2)UT(2) + i [0,U ()| Ut ()|, (5.118)
where U(z) = exp (iaj(z)A;), (5.119)

with \; being an element of SU(N) and j € [1, N? — 1]. The general non-abelian field strength
tensor is also then decomposeable into generators of the SU(N) group t;, as

N2-1
Fap= Y Flt;|, (5.120)
j=1

in which the generators are normalized such that Tr{t;t;} = 16;;. These generators must of
course the Lie algebra associated to SU(N) which is

[tj, te] = ifjmats, (5.121)

where fjp; is called the structure tensor, allowing these generators to have an N x N matrix
representation. For N = 2, the structure tensor is simply the Levi-Civita tensor €;;.

e "

Note: The object Fy;, and the set of ng carry the same information. F; is called the
fundamental representation (usually written as an N x N matrix), while the set of N 81
numbers F?, . is known the adjoint representation which can be thought of as components
to the basis vectors t;. These representations are related via

Fl, = 2Te{Fut’}. (5.122)
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The general SU(N) gauge theory is referred to as the Yang-Mills theory. The case where N = 3
is in fact the theory strong interactions known as quantum chromodynamics (QCD), with the
name “chromo” due to the indices being called color, whereas the case where N = 2 is a theory
for electroweak interactions known as the Salam-Glashow-Weinberg model.

To now solve the Yang-Mills theory, we once again focus on the non-abelian gauge field term
which renders the action just as

1 1 o
Sp = @Tr/d‘leFabFab =12 dwpF,Fy, (5.123a)
where FJ, = 9,A] — 9,47 — fi AFAL (5.123b)

where a,b denoting the Euclidean Lorentz indices and j, k,l denoting the color indices. The
partition function is then

1 S
Z= /DA exp (—LLQQ/d‘LxEF;ngb) . (5.124)

To first consider a simpler problem, we can rescale the gauge field A,(z) — gA,(x) such that

1 o
Z = /DA exp (—4/d4xEngng> : (5.125a)
where FJ, = 9,A] — 0,A) — gf ;AL AL (5.125b)

In this new rescaled partition function, we can consider the case where g = 0 (referred to as free
Yang-Mills theory), which leaves the field-strength tensor uncoupled in the gauge fields
Fi, g = 0] = 0, Al — 9,47, (5.126)

a

and thus admits a factorization of the partition function into N? — 1 product terms
NZ2-1 1 N1
Zlg=0= ][ /DA exp (—4/d4xEF2> = (Zvwy)” - (5.127)
j=1

So we see that the g = 0 non-abelian partition function is simply a product of partition functions
for an abelian gauge theory. This results in free Yang-Mills theories (and hence weak-coupling
perturbation theories) to suffer from the gauge-orbit problems found in U(1) theories. However,
we will see that the coupled Yang-Mills theory is completely well defined for g # 0. To solve
coupled Yang-Mills theories, we can once again employ the trick of Faddeev-Popov ghosts with a
suitable gauge G7[A] = f7, chosen to simplify the calculations (a similar procedure to that done
for QED). This results in a very familiar path integral

Zlg) = /DA 5(G7[A] - fj)det{ag;[;l]}e—SE[A]
(5.128)

- / DaDeD, 5(GI[A] — f7) exp <—SE[A] - / i [fﬂcﬂ') :

O
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Integrating over the gauge fixings with Gaussian weight leads to

= / D DD e~ 58 Fahost=Sar, (5.129)
where
/d4xEFJ 7 (5.130a)
9G7[4] ;
Sghost :/d4mE &l Do c, (5.130b)
1 , 4
St = % / d*zpGI[A|GIA. (5.130c)

Once again, £ is just an arbitrary parameter and must drop out of the physical observables
derived in this theory.

Let us try solving this integral in the Landau gauge, where the gauge condition is given by
GI[A] = 9, A2. In the fundamental representation, we still have that the gauge field transforms
as

Ag(z) —  Ux)Au(2)UT(2) + i [0,U ()| U (2), (5.131)

under the local gauge transformation U(z) = et @Y For small values of «, the transformation
of the gauge field in the adjoint representation is given as

Al(x) —  Al(z) — 9,07 (x) — fMak (x) Al (2). (5.132)

Compared to the case of U(1) transformations, the gauge transformation for A,(x) has an ad-
ditional term — f7¥la*(x) Al (x), which is itself dependent on the gauge field. As a consequence,
the ghost term in the partition function will also include a gauge field term (unlike in the case
for U(1) transformations):

0G[A]
1oJe"

_ / 21 [058 00 + 0y fIM ALH]

Cc

Sghosts = /Cl‘leE
(5.133)

Once again rescaling the gauge field A, (z) — gA,(x) to allow considerations of the zero-coupling
(g = 0) case, gives us the partition function

:/DADEDCeXp 7/d4xE ingngszi@aAgaaAiJraanaacjJraaéjfjklAflck
~——— 3

Yang-Mills gauge-fixing

ghost

(5.134)

So unlike QED, the partition function now would have self-interaction due to the nonlinear
fJMA’;Aé term in the field-strength tensor. This makes computations complicated (even the

one-loop calculations), involving gauge field vertices as well as vertices that couple the ghost
field and the gauge field.
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Appendix A

Grassmann Variables

In normal arithmetic, the product of two numbers a and b following the commuting relation
ab = ba. However, we can also consider anti-commuting numbers which follow the relation

ab = —ba. (A1)

Such anti-commuting numbers are known as Grassmann numbers. A property which follows
from anti-commutation is nilpotence, which means

a?=ad*=d"=...=0. (A.2)

[ Note: Grassmann numbers can be represented in terms of 2™ x 2™ matrices. ]

Nilpotence implies that any Taylor expansion of a function of a Grassman number 6 terminates
after at the second order term:

‘ f(0) =co+c10 ‘ (A.3)

where ¢y and ¢; are usual commuting coefficients (sometimes called c-numbers). Also, Grassmann
variables satisfy the Grassmann integration rule for translationally invariant integrals. That is
to say, if the integral is invariant under the transformation 8 — 6 4 7, then we have that

/def(a) = /de(co +ei)=c1 ), (A.4)

which implies that
/d@ =0, /9d0 =1. (A.5)

82



83

Note: The integration properties in Eq. (A.5) are identical to the derivative rules for
variables of c-numbers, i.e.

0 0

The proof of the Grassmann integral identity is as follows.

Proof. Considering the integral

Flcoye1) = / dof (), (A7)

the Taylor expansion property of a function of Grassmann variables gives us that

F(CQ, Cl) = /d@ (CO + 610) . (AS)

Furthemore, since the integrand is a linear function of the c-variables ¢y and c¢;, we can
write the integral as

F(co,c1) = acy + Bey, (A.9)

where a and (8 are also c-numbers. From this, we consider the consequence of translational
invariance of this integral. Translating the Grassmann variable via the transformation
0 — 0+ n, we get

/d9 (co+ ) — /d9 [co+ c1(6+n)] = F(co+ner,cr)

(A.10)
= a(co +ne1) + Ber.
Equating the above expression with the pre-translated integral gives
aco + fBer = alco + ner) + Ber,
= anc, =0, (A.11)

= a=0,

since we noted that n # 0 and ¢; # 0. Finally, we can arbitrarily normalize the remaining
constant § to one, which result in

F(Co,Cl) = /dﬁf(@) =C1. (A].Q)

O

An example of the application of these Grassmann variable properties, is when the integral
function is a Gaussian of multiple Grassmann variables. We can see that

/ dfodf e = / dfodby (1 — Opbb,), (A.13)
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where b is a c-number. Using the integral properties, we get that
/ dfodh e~ = p / Bodby / 61df; = b. (A.14)

This can be generalize to a Gaussian of 2N variables which gives

N
11 / d;dpje b1 Piii = det(B;;). (A.15)
j=1
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