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This is the second in a series of 3 graduate level classes on quantum mechanics taught at the
University of Colorado, Boulder. The textbook that will be referenced in this course is J. J. Saku-
rai’s and Jim Napolitano’s, “Modern Quantum Mechanics”, where Cohen-Tannoudji’s “Quantum
Mechanics” is a useful supplementary reading along with the Feynman lectures found here. As
an overview, the topics we will be aiming to cover this semester are listed below.

1. Theory of Angular Momentum;

Density Matrix Formulation;

Approximate Methods in Quantum Mechanics;
Quantum Scattering Theory;

Many-Particle Systems;

Quantum Simulation.

S oW

All notes were taken real-time in the class (i.e. there are bound to be typos) taught by Professor
Ana Maria Rey. For information on this class, refer to this link.

Instructor: Professor Ana Maria Rey.

Instructor office hours: Monday 3-4pm | Wednesday 3-4pm (JILA).

Instructor email: arey@jilaul.colorado.edu.

Personal use only. Send any corrections and comments to reuben.wang@colorado.edu.
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Chapter 1

Introduction

Quantum mechanics has been the basis of many of the current day technologies we use and inter-
act with (e.g. lasers, MRI, semiconductors, etc). It is not just theoretical physics, but many other
fields in STEM such as chemistry, computer science and others that are also having to better
understand quantum mechanics to better their fields. We are also entering the second quantum
revolution in which we can achieve extremely precise measurement and control of quantum sys-
tems, which will eventually allow us understand quantum materials and dynamics, and to build
quantum computers, quantum networks and many other quantum technologies. What is taught
in course will build the foundations to understand the advanced concepts required to eventually
materialize the quantum future of society.

§1.1 Broad Overview

To give a very coarse grained gist of what we will be touching on in this class, we will be starting
with angular momentum, but with emphasis on application of the its theory on specific problems
and visualization schemes such as the Bloch sphere. We will also be diving deeper into 2-level
systems and interesting phenomena such as Rabbi oscillations and Ramsay spectroscopy. We
will then be looking at density matrices, which is a more general treatment of quantum states
that will give us a way to understand open-quantum systems. Following this, we will then get
into perturbative schemes in quantum theory.



Chapter 2

Theory of Angular Momentum

This chapter gives a brief refresher about rotations and spin-1/2, then dives into more complex
examples of these systems to allow us a better understanding of related concepts.

§2.1 Classical Rotations Recap

Rotations in classical theory form a group O(3), and are well represented by 3 x 3 real, orthogonal
matrices. Orthogonality of matrices is defined as:

RTR=RRT =1 (2.1)
= det(R) = +1

This implies that for a vector in R3, a rotation applied to such a vector preserves the norm of
the vector (||0 = ||RU||||). The matrix representation of rotations matrices are written as:

1 0 0 cosf 0 sinf cosy —siny 0
R,(a) = [0 cosa —sina|, Ry(f)= 0 1 0 |, R.,(y)=|siny cosy 0
0 sina cosa —sinf8 0 cospf 0 0 1

(2.3)

These applied to vectors in R3 are known as active rotations, where we are keeping the coordinate
systems fixed and rotating the vector. Alternatively, if we were keeping the vector fixed and
rotating the coordinate frame, these are known as passive transformations. These 2 types of
rotations differ by a sign in the angle of rotation. In fact, any rotation in 3-dimensions can be
performed by 3 rotations along the axes ZY Z in this order parameterized by what are known as
Euler angles (well-known in classical mechanics). We can also consider the commutation relation
of these operators under differential rotations (by angle d¢ < 1), which work out to be:

[Ri(8), R;(6¢)] = €ijiRir(69%) — 1 (2.4)

where we used the fact that cos(d¢) ~ 1 — §¢?/2 and sin(d¢p) ~ d¢. This already alludes
to the generators of rotation in quantum mechanics, with the eventual goal to show that the
expectation of quantum observables behave just like classical observables. Now let us get into
quantum mechanics.
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§2.2 Rotations in Quantum Mechanics

The rotation operator, written as @(R), is analogous to classical rotations but that act on
quantum states:

@) = Z(R) o) (2.5)

We want now to connect this to classical systems. To do this, we are going to define the gener-
ator of rotations. Since we know that the generator of translation is the momentum operator,
it is not too far fetched to imagine the generators of rotation being the angular momentum
operator:

D(2,0¢)=1—i (‘]hz> S+ ... (2.6)

where J is the angular momentum vector operator (general form and not necessarily 7 X 1%') In
the limit of large rotations (raising to the power of N and taking N — o), we get:

D(2,0) = exp{_i‘];f} (2.7)

In general for a rotation about any axis 7, we have:

D (i, ¢) = exp{—ijf.iﬁ¢} (2.8)

To check if differential rotations of the form above indeed agree with the commutator relations
we found for that with classical rotations, we check:

{Q(Ri,&b), QZ(Rj,(sgz))] = ;.9 Ry, 00) — 1 (2.9)

indeed agreeing with what we had earlier. From this, we can infer that the commutation relation
for the generators of rotation is required to be:

{J}, J}} — (2.10)

§2.3 Spin-1/2 Systems

In 1922, Stern and Gerlach we trying to measure the magnetic moment of silver atoms by sending
them through an inhomogeneous magnetic field. Classically, such a particle would experience a
force:

—

F=-v (—ﬁ~B) (2.11)
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If we have B = B(7)2, then the force becomes:

F = 1,V B(F) (2.12)

In the classical picture, we would expect no distinct signal since everything would be averaged
out. Classically, we know that:

fi=—1L (2.13)

where L is the angular momentum of the particle, ¢ is the charge, m is its mass and c is the
speed of light, in a simple model of the spinning spherical charged ball. Back in 1922, they in
fact knew of the quantization of energy levels in the Bohr model, so they were actually expecting
a space quantization of 21 + 1 lines to appear on the detector. However, as we all know this is
not what they observed, but a 2-peak signal instead. This indicated that their current theory
was not describing this system accurately, but some discretized 2-level system was hidden in the
physical system.

The first 2 postulates on these results were given by the students of Ehrenfest as follows.

1. An electron has a magnetic moment defined by:

eh
Hz =

= 2.14
2mec ( )

2. This magnetic moment is proportional to some intrinsic spin quantum number [ & S

These turned out to be completely wrong! It also works out that the second postulate was off by
a factor of 2. This intrinsic quantum spin S follows most of the properties of the orbital angular
momentum and has quantum numbers h?s(s+1). As such, the total wavefunction of an electron
would then be written as:

|s;ms) @ |z, y,2)
= 0 =X [ (sim) o1, 2) (sl © (2,0 20) ) (2.15)

= aya(z,y,2) + &Ll/z(%y, z)

where
o-f) 5[

It also works out that:
§|s; ms) = hs(s + 1) |s;ms) (2.17)
S |s;ims) = hmyg |s;my) (2.18)
Sy |s;ms) = hy/s(s 4+ 1) — mg(mg £ 1) |s;m) (2.19)
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Example:

Consider a spin-1/2 particle in a constant external magnetic field B = BZ, we can write
the Hamiltonian as:

H=-[i-B (2.20)
@

where [i=—g S (2.21)

2mec

where g is known as the gyromagnetic number. The Bohr magneton is also defined as yup =

eh/(2mec) ~ 5.7883 x 10~° eV /J. In Dirac’s relativistic theory of quantum mechanics, we

in fact that g = 2 which matches nicely with the experimental result. Further in quantum

electrodynamics (QED), it is found that electrons interact with quantum fluctuations
which gives:

g—2 «

_a 2\ A,
5 = 5 +0(a’) ~ 000116 (2.22)

where o =~ 1/137 is the fine-structure constant. Now, we can write the Hamiltonian in
terms of the Pauli matrices:

Fiwo . (2.23)

where w = eB/(mec) is the larmor frequency famous in NMR. The time-evolution of the

initial state is then:
iHt
exp{—h} ¥(0)

exp{—”fz} (0) 22

= 2.(9) [4(0))

where is just a rotation about an angle ¢ = wgt. So indeed the spin operators are also
generators of rotation in spin-space. Now let’s try and connect this to classical mechanics

()

by taking expectation values <§ (t)). Considering first the z-component, we have:
(S=(2)) = (B(8)] So [$(2))
= ((0)] 21(9)5:2:(¢) [4(0))

where we moved to the Heisenberg picture in the second line above. To compute the
operator above inside the bra-ket, we use the Baker-Campbell-Hausdorff identity:

(2.25)

60 4e=0 = A+1x[0,4] + £ [0.[0.4]] +... (2.26)
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to get the result in the Heisenberg picture as:

D1($)8:9.(6) = S0 {1_¢’2+..} g [¢_¢3+...]

2 3!
= S, cos ¢ — S, sin ¢ (2.27)
= (8:(t) = (Sz) cos ¢ — (S,)sin¢
Doing this for the other spin operators gives:
(8,(1)) = (8,) cos & + (S, sin (2.28)
(S:()) = (52) (2.29)

This in turn grants us the equation of motion for the expectation values of the spin
operators as:

%ﬁz%[fqﬁ]
i P (2.30)
il - _ B

= =B x(s)

which is indeed the classical equations of motion for a charged particle in a magnetic field.

§2.3.1 The Bloch Sphere

The Bloch sphere is a geometric visualization of any 2-level system by considering the decompo-
sition:

) = cos(3 ) it +sin5 ) ) (231)

where 6 tells us the occupation and ¢ tells us the coherence between the 2 states. This can be
seen by computing the expectation values of the Pauli matrices with respect to the state above,
which gives us:

(64) sin 0 cos ¢
(Gy)| = |sinBsing (2.32)
(62.) cos

A nice online visualization tool for the Bloch sphere can be found in the link. Today, we are now

going try and understand how to visualize on the Bloch sphere a rotation about an arbitrary

axis n. To do so, consider the Hamiltonian:

. hw
—n
2

H= G (2.33)

We want now to see how an initial state [¢)(0)) evolved according to this Hamiltonian by unitary
time-evolution:

6(0) = exp{ =i (35 boco) (2.34)


https://www.st-andrews.ac.uk/physics/quvis/simulations_html5/sims/blochsphere/blochsphere.html
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where ¢ = wt. For exponentiated Pauli matrices, we can always write these unitary operators

exp{—ig (n : 5)} = ﬁcos(?) — (n : &) sin@) (2.35)

In its matrix representation, we have:

i (1)) - [0) e ®) e

[
2
—(ing + ny) sin(%) cos(%) +in, sin(

Qv

?5) (2.36)

§2.3.2 Time-Dependent to Time-Independent Pictures

To better develop a physical intuition for this, we consider a 2-level system with a transition
frequency of w, that is illuminated with light of frequency wy . It turns out that the Hamiltonian
for such a system can be effectively written as:

- Y, hé
Heﬂ‘ = 70-93 - ?O'Z (237)

where § = wy, — w,. In this case, we see that:

1
h=——[hQ, 0, —hd|T 2.38
LY e 51 ] (2.38)

What we are going to observe, is that {2 is going to be proportional to the groundstate energy
Ey and the dipole moment d (2 « Epd). We call Q the Rabi frequency. To see this, we start
with the actual physical system written as:

- hd hQ . ,
H = 7?&2 + 7 [CAT+€7zth 4 (}762th} (239)

where the 6 is associated with a excitation and 6~ is associated to a downward energy transition
of the 2-level system. To move from this Hamiltonian to the one we initially had, we need to
move to the rotating frame of the laser by applying a rotation:

9 = exp{—w’;t&z} (2.40)

This will bring our states from:

) = o) (2:41)

by a passive rotation & acting on |¢(t)). Plugging this to the Schrodinger’s equation, we
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get:

mg (7"1%))

ih (g@*) o) + ih Dt (g w>>

5 %)

o - o (2.42)
=ih (89T) ) + 2T H [v)
—[in(9ot) + 91| 9|)
0
So we have the effective Hamiltonian in the rotating frame written as:
R (O b s
Heff =1ih 5@ 9 + 9"HD (243)
Considering first the term:
ST 6 ithA ~ Z'thA
P"HP = exp 5 U= Hexpq — 5 0z (2.44)

Only the terms in the Hamiltonian that raises and lowers the state is affected by this rotation
since the other commutes with the rotations. Then since these operators we are sandwiching the
raising and lowering Pauli’s by rotations about the z-axis, we can simply rotate the operator in
the Bloch sphere by an Azimuthal angle wyt to get:

Wit Wit
exp{ MQL &Z}&i exp{— L &z} = 0, cos(wrt) + 7, sin(wrt)

2
+4[6y cos(wrt) — 6, sin(wrt)] (2.45)
— &ieii””
As for the other term, we have:
(2 7ARRY, .
i\ 57" )7 = ~hwro: (2.46)

Plugging these results into the effective Hamiltonian, we indeed get the first Hamiltonian we said
we would which is:

- M;eff (n : ;;) (2.47)

where Qg = V62 + Q2 and 7 is the unit vector defined earlier. What we have done here is made
a time-dependent problem into a time-independent one by moving into the rotating frame of
the laser which is a much easier problem to solve! This effective Hamiltonian is now simply a
rotation about the 7 axis by an angle ¢ = Q.gt. So to think about how to Bloch vector n rotates
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in the Bloch sphere, we can write the rotation matrix:

0?2 602
cos ¢ + W(l—cos@ 0 —r_’_(g(l—coscé)

R = —W Sinqb s;:OSQS _\/mj_i_é? singi) (248)

. 02 cos ¢ + 62
————(1—cos¢) ————sing _—
Q2 + 42 V2 + 62 0% + 462
which is constructed by finding the axis-angle rotation matrix that comes from classical me-
chanics, for which it can be applied to the Bloch vector to rotate it appropriately. This is a
great way to think about the problem since we can now imagine time-evolution of this 2-level
system in terms of a classical rotation. So in general, after time-evolution of the system with the

Hamiltonian above for some arbitrary amount of time from initial state |}), we have:

Q5 (1—cos ¢)

(Sz) 2(07407)
()| = |z (2.49)
<SZ> - Qz(aogsfég()s

From this, we can get the the probability of finding the state in the up state |1), which can be
computed as:

2
) = DN = e i (22 (2.50)

This probability can also be physical thought of as the probability of the 2-level system population
being in the excited state. There are now 2 regimes of interest with respect to the  and
0 frequencies. First, we have the regime where 2 <« § known as the large detuning regime
(driving frequency is “detuned” far away from the 2-level energy difference). In this regime, we
have:

(52) asin’ (%)
(Sy) | ~ %sin(ét) (2.51)
(8] L=5 + S sin® (%)

= P(|T>)%%sin2 (?) (2.52)

The other regime is where 6 = 0, known as the zero-detuning regime (also referred to as the
resonant regime), which leads to:

(52 0
(S = | %sin(t) (2.53)
(S.) —1 cos(t)

which leads to only sinusoidal oscillations of these expectation with frequency 2. These type of
oscillations are known in the community as Rabi oscillations. The probability is then:

p(1) = s () (2.54)
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As such, we can characterize important “pulses” that one could apply to a 2-level system such
that we either have a fully excited or groundstate system.

e 7-Pulse (2t = 7): fully excited population, P(|1)) = 1;

e 27-Pulse (0t = 27): fully groundstate population, P(|1)) = 0;

o T-Pulse (U = 7m/2): even distribution of states in the population, P(|1)) = 1/2.

Having this formalism can in fact be applied to quantum computing and act as unitary gate
operations on qubits!

§2.4 Density Matrices

Before jumping into this concept, we start with some motivation for this formalism we are going
to study. A good motivation in view of having studied 2-level systems is atomic clocks.

82.4.1 Atomic Clocks

In general, clocks consist of something that ticks (e.g. pendulum) and something that tracks the
ticking (a counter). In atomic clocks, the light (electromagnetic waves) does the ticking and the
atom counts those ticks. Mathematically, these are essentially once again just 2-level systems.
What an experimentalist would want to measure then, is of course the population of excited
states:

L <t V¥ + 52) (2.55)

P(I1) = msm 5

The coefficient (distribution envelop) in front of this probability distribution is just a Lorentzian
and known as the Lamb shape. In principle, we want that a clock over long times remains
coherent so that the time-keeping is kept consistent. Decoherence (which occurs in physical clock
implementations due to interactions with the environment) causes variations in the sinusoidal
function, eventually leading to a smearing of the distribution into a Gaussian. Decoherence is
common in all quantum open systems and to gain a better picture of decoherence, the best way
is via the formalism of density matrices.

§2.4.2 Statistical Mixtures

In real physical systems, it is extremely difficult to truly isolate a quantum system from its
environment. As such, we usually refer to the system we are concerned with a subsystem of the
total system, whereby the subsystem is coupled to its environment. Density matrices allows us
to talk about the subsystem in the language of statistical miztures. To base this in a concrete
picture, consider the polarization of a photon.

Example:

Let’s say that there is a photon emitted along the z-direction, for which it then has a
50 — 50% probability of polarization along Z or § (unpolarized light). We can thus write
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the state of this system as:

|z) + ly)
v) == (2.56)
Let us also define:
pz =P(|z)), py =P(|y)) (2.57)

First, recall that for unitary evolution of closed systems, recall that if we assume the

photon is along some state |j), we can evolve the state as a function of time according to

the associated Hamiltonian of the system via unitary time-evolution which will give the
probability to stay in the state j as:

o 2

Py = |10 13) (2.58)

As such, we can write the probabilities by weighting each possible initial state by their
probabilities with their associated final probabilities after time-evolution:

P=> p;P; (2.59)
J

With the intuition from the example above, we can have a general formulation of statistical
mixtures. A mixed system is a basis of states {|)"))} (not necessarily an orthogonal basis) with
probabilities py associated to each of these states. For a mixed system, we can take expectation
values via the formula:

(@ = o (v9] Q0™
k

« (2.60)
frd Z Qn,n’ Zpk (Cglk;)) Cglk)
n,n’ k
The term that sums over k allows us to define a density matrix with indices {n,n’}:
o = S ()"l
k
(2.61)

= 5= 2ok 00 ) (6O = Dl fun) (]

n,n’

where |u,,) are the orthonormal basis states of the Hilbert space. so we can say that the expec-
tation value of the operator @ is given by:

(@) =tr (ﬁ@) = tr (Qﬁ) (2.62)

Some useful properties of density matrices are given below.

1. Trace Preservation: tr(p) = 1 or equivalently Y ppn = 1;
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2. Hermiticity: p = p;
3. Purity: 0 < tr(p?) < 1, and is equal to unity only for pure states.

4. Positive-Semidefiniteness: All eigenvalues of p are non-negative, and p,, ,, > 0.

5. Time-Evolution: Given that |w(k)(0)> =>. c%k)(()) |uy,) for some orthonormal basis {|u, )},
then the coefficients evolve as:

CROEDY [e*%]m o (0) (2.63)

’

Exploring a little deeper the time-evolution of the density matrix, we first write it out in its
operator form as:

Ht
h

@) =

jHt
h

= |p(t)y=¢e""

v ®(0))

- Ht
o

(2.64)

p(0)e

we can then take a time derivative of the above boxed expression which will give us the density
operator equation of motion:

aptt) _ _% (1150 (2.65)

Note: A generalization of the equation above to open-systems would make use of another
operator known as the Liouwville operator, £ which gives us:

P — £(p(1) (2.66)

The Liouville operator allows for us to account for the loss of information from a quantum
subsystem to its environment.

\. J

Recall that in the Heisenberg picture, we had the time-evolution of operators governed by:

%ﬁ“ _ +% (.00 (2.67)

The difference in sign comes from the fact that density matrices are in fact the state of the
system, so we are actually in the Schroédinger picture and not evolving the observables in time
but the state.

Note: Density matrices have a connection to classical mechanics in that its time-evolution
can be mapped in phase-space just as a classical trajectory would, but the density matrix
phase-space evolution would have quantum noise associated to it.




13 2.4. DENSITY MATRICES

Density matrices can have a diagonal representation by transforming into the appropriate basis,
just as operators can. That is, we can find a othonormal set of eigenstates associated to a density
matrix {|u,)} such that:

p= an |tn) (tn] (2.68)

n

is diagonal. The unitaries that transform a density matrix into this diagonal representation is
generally not unique. We now considering several cases.

1. Pure States:

In the case of pure states, we can always find a basis such that:

p=Iv) (vl (2.69)

which indicates that it is separable in any basis.

2. States at Thermal Equilibrium:

Consider a system with a fixed number of particles that is in thermal contact with a bath
at temperature T. The particles would follow a canonical ensemble which maximizes the
entropy:

maX{S = —kp Zpklnpk}

k

s.t. ZpkEk = U; Zpk =1
k k

(2.70)

where U is the total energy of the system. To do this, we adopt the use of Lagrange
multipliers which grants us the result:

1
pr= e (2.71)

where e “#Fk are known as Boltzmann factors, 3 = 1/kgT and Z is known as the partition
function defined as:

Z = ZefﬁE’“
k

0 ZkEkefﬁEk

(2.72)

where H is the Hamiltonian.
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Note: Computing the partition function can often be reduced to computing a
geometric series (indexed by the quantization index n) for which it is known that:

L1
;r = (2.73)

However, to instead compute the energy function weight by the Boltzmann factors
is a little harder but can be compute by using the following trick:

0
—BE, _ _ —BE;,
gk Ere =35 Ek e (2.74)

\ J

However, in quantum mechanics, we compute (H) as:
(H) = tr {f)H} (2.75)

using the fact that the density matrix can be written as:

e*ﬁEk

As such, we can also quantize the entropy as follows:

S =—kptr{pinp}| (2.77)

This is known as the Von Neumann entropy.

Note: In the diagonal basis, the Von Neumann entropy simply reduces again to
the classical definition of entropy.

In fact, any mean observable Q in a thermal system can always be computed as:

(@) =tr {ﬁ@} (2.78)

§2.4.3 Mixed-States in 2-Level Systems

The first thing to note is that the Pauli matrices and the identity span the space for all 2 X 2-
Hermitian matrices. We also list some other useful properites of Pauli matrices below.

1. tr&j =0
2. tr [5'1’75']‘] = 251’3’
3. trgy =2

Furthermore, any density matrix in a 2-level system can be written as:

.1 - . . .
p= 5 (pOH + P20z + DyOy +pz0z> (279)



15 2.4. DENSITY MATRICES

Using the form above and the properties of the Pauli matrices we have listed above, we get that
po = 1 and:

(65) = tr{pc;}

(ﬁ +(7) -3)

. (2.80)
= |p=

N |

Writing this in its 2 X 2 matrix representation, we have:

5o << 1+(6.)  (6a) —i<?7y>> (2.81)

a'ac> + Z<6y> 1- <a'z>

where the off-diagonal entries are usually denoted as coherences and the diagonal entries as
populations.

Note: The fully mixed state is simply the identity can be written as:

I 1+ A g (2.82)

p= >

This also corresponds to the state with maximum entropy. The biggest problem in quan-
tum computation is that in open-systems, the state of the system will always revert to a
fully mixed state which is trivial.

Consider the pure state:
) = e’ 1) + e 1) (2.83)

where the phase ¢ is random. In an experiment, the density matrix we can describe the system
by would then be having a sum over all possible phases, but since the phase is continuous, we
have an integral instead:

o= [ dovaluo) (il (289

But in the case where py, = 1/27, we have that all the coherence terms are going to cancel which
leaves only:

p=ler? 1) ¢+ leg P 14) (4 (2.85)

bringing us back to a state that is only concerned with the populations.

8§2.4.4 Purity

We now want a means to quantify how “pure” a state is. The measure the community has
adopted is known as the purity, which is defined as:

(1+(62)% + (6y)° + (62)°) (2.86)

N |

tr{[)z} =
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In the Bloch sphere picture, the quantity above represents the length of the Bloch vector, for
which if it lies on the surface of the Bloch sphere (unit length), it is a pure state. A fully mixed
state then would have zero length, and any value in between indicates a degree of entanglement
in the state. In the bra-ket notation, any state that can be written as a product-state is pure.
Otherwise, the state is entangled, for which we can use the formalism of partial traces to see
this.

§2.5 General Quantum Rotation Systems

As seen before, rotations can be defined by the a rotation axis (unit vector) 7 and an angle of
rotation ¢ in the azis-angle representation. The Wigner D-matrix for rotations was also defined
earlier, for which we can define the Wigner-function as:

29) (R) = (jim!| e |jim) (2.87)

which are basically the matrix elements of the Wigner D-matrix in the total angular momentum
basis. These functions appear as coefficients of a rotation applied to a state:

R) |j;m Zm ) (s m!| 2D(R) [jym) = > 2Y) | (R)|j5m’) (2.88)

m/’

As per classical mechanics, these Wigner-functions can also be written in the Euler angle repre-
sentation as:

. . Gl L JyB g,
9 (R) = (sm'| e 5 e e |y m) 250
L, JyB ’
= emimatm) (G| i | jom)

where the simplification in the last line comes from the fact that the states we are closing the
bra-ket with are eigenstates of J,, which simply allows us to pull out a phase, leaving only the
y-axis rotation operator.

~ 2

Note: Literature often refers to the y-rotation function as the Wigner (small) d matrix
with elements:

j 0 ,ijl o
d9) (8) = (j;m/| e |j;m)

_ g VG M) —m)(G + m)I(G —m)!
= (- G+m— k)G —k—m)(k—m+m) (2.90)

% COSQj*Qkerfm' (§> sin2k7m+m/ (g)

We have also seen before that rotation matrices have a relation to spherical harmonics. Recalling
the orbital angular momentum operators:

J

[ﬁi, ﬁj} = icinln (2.91)
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We have that any spherically symmetric system can have states written in the position-space
representation as:

(Fln, 1, m) = Ry ()Y, (0, 0) (2.92)

where R, ; ,,(r) is the radial wavefunction and Y (6, ¢) is indeed the famed spherical harmonics.
Picking out just the angular wavefunction, we have:

(all,m) =Y"(0,9) (2.93)
However, we also know that we can write:
) = 29(4,6,0) |2)
= 99(,0,0)|Lm) (1,m]2)

(2.94)
m’ l
= Y0.0) =Y P4 (0.0.0Y0(0 = 0,0)
Then by the selection rules, we have the relation:
m 20+1
Y(0,0) = \| 3 Tt 0(0.6,0) (2.95)

§2.6 Schwinger Bosons

The idea behind Schwinger Bosons is the formulation of a mapping from 2, single harmonic
oscillators to angular momentum operators. This is commonly adopted in systems like the Bose-
FEinstein condenstate (BEC) and ultracold Bosons. the formulation is as follows. Consider we
have 2 types of harmonic oscillators, called right (R) and left (L) oscillators. For both of these,
we define the creation and annihilation operators as:

{an, b Ni}
T
L

{&L, . NL} (2.96)

Furthermore, we assert that these oscillators are complete decoupled, so we have the commutation
relations:

| =al [¥5.4] = -a (2.97)

Due to this decoupling, we are able to have a basis for this system with the states |np;ng). In
this basis, we have that:

ng|nL;ng) =ngr|np;ng), Nrn|np;ng) =ng|nL;ng)
djz Inp;nr) = vVnr+1|ng;ng +1), aTL InL;ng) =vVnp +1|np + 1;nR) (2.98)

ar|nrping) = /nr|nping — 1), ap|np;ng) = /nr|np — 1;ng)
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It works out that this operator algebra, is exactly equivalent to that of angular momentum
operators if we define:

+ = haRaL, J_ = & agR
- h 1) (2.99)
JZEf(aRaR—aLaL) f(NR—NL)
2 2
It works out that these indeed satisfy the angular momentum Lie algebra relations:
[jz, ji} = :thji
(2.100)

[L, j_} — onJ,

which can easily be checked using the properties of the creation and annihilation operators. It
can also be checeked that these operators satisfy the relation:

. s N (N
J2=J4 2 (J+J, + J,J+) — R ( + 1) (2.101)

where N = N1 + Ng. So we see that we have mapped the total angular momentum operator to
the number operator as:

J —

N
5 (2.102)

which is saying we have mapped a system of N spin-1/2 particles to the system of 2-uncouple
harmonic oscillators. So we are connecting the excitations in the R or L harmonic oscillators to
the |1) or ||) states at each of the N indistinguishable sites! Now, where the name Schwinger
Bosons come from, is that the creation and annihilation operators are Bosonic operators which
move particles in the R and L sites in the second quantization picture with the mapping to
angular momentum being called the Schwinger mapping. With this mapping, we get that every
energy eigenstate of the system can be written as:

(@) (@)
j,m) = - 10,0) (2.103)

with k = j+m and n = j—m. In this angular momentum picture, we have the J, and jy angular
momentum operators representing site hopping between the left and right sites. An application
of this is to the Bose-Hubbard model, where we have a 2-site harmonically trapped system of
Bosons. The Hamiltonian is then written as:

H=-—1 (dE&L + dTLaR) n % [NR (NR - 1) + N, (NL _ 1)}
=T (j+ + j_) + % (2.]2 + constant) (2.104)

= Heff=—2TjI+sz2
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where 7 is the hopping energy, U is the interaction potential and we noted that constants in
the Hamiltonian just contribute a global phase so the effective Hamiltonian ignores constants.
The term on the left is responsible for site hopping, and the term on the right for interactions
within site. This Hamiltonian is complicated, but can indeed be understood using the Schwinger
mapping as rotations! If we look at the interaction term in the Hamiltonian only, the eigenstates
for this term are just [ng,nr).

Note: If the tunneling term is switched off, the states corresponding to zero energy are:
E=0: 10,0), |1,0), |0,1) (2.105)

However, once we turn on tunneling, things get more complicated and we indeed need
the Schwinger mapping to simplify things.

As an aside, another way to write these are by defining:

A 1
J, = 5@3&9@], (2.106)

where 67 are Pauli matrices where the subscript indicate R and L sites. This allows a general-
ization to SU(N) by swapping out the Pauli matrix to higher dimensional Lie algebra represen-
tations.



Chapter 3

Approximation Methods in
Quantum Mechanics

In general, we can divide up approzimations in quantum mechanics as perturbative or non-
perturbative. In perturbative cases, we usually introduce a small parameter which allows us
to divide up the Hamiltonian as some main (hopefully analytically solvable) term ﬁo, and a
perturbative term NoH where X is the perturbative parameter and 6H s generally not exactly
solvable. In perturbative approximations, we also have to consider time-dependent and time-
independent scenarios, along with degenerate and mon-degenerate perturbation theory. Some
instances of the tools used in time-dependent perturbation theory are Fermi’s golden rule, Floquet
theory and the rotating-wave approximation. As for non-perturbative approximations, there are
techniques such as the variational principle, adiabatic methods and the WKB approzimation. We
will first be getting into approximation schemes with perturbation theory.

§3.1 Time-Independent Perturbation Theory

We will be starting in particular, with non-degenerate perturbation theory.

§3.1.1 Non-Degenerate Perturbation Theory

In perturbation theory, we asserted in the introductory paragraph above that we assume we can
write the Hamiltonian as:

where we usually take H)\éﬁ H < 1. We also assume that we know the spectrum of H, which

allows us to write:

H[?) = B v (3:2)

Having these, how then can be construct that solutions to the full Hamiltonian? Well, we can
consider an expansion about the A parameter about the zeroth order Hamiltonian which since it

20



21 3.1. TIME-INDEPENDENT PERTURBATION THEORY

forms a basis over the entire Hilbert space, allowing us to write:

=y “>>+A\w<”>+*\w”>
= E,=E9 +XED + N ED + ..

’I’L

(3.3)

As assumption asserted here is that the function is analytic around A = 0, otherwise this expan-
sion would not work. Now if we plug in the solution above and collect the terms that are the
same order in A\, we get the terms in first few orders as:

)
OO s [0l + 8 [p®) = EQ) o) + ED |0

O Ho|vl) = B

) ) (3.4)
OO) s Holu?) + 08 [p0) = EO [u2) + BV [u)) + BD v @)
From this, we see a pattern and we see that we can write:
D) =3 el [ul) (3.5)
If we plug this into the equation for O(A!) and apply the bra <w§0) ,
1) (0 0 0) 1
DB + (00| st |0 ) = L ED + 6, ED
= |ED = <¢§?>‘5FI‘¢§P)> , ifn=i
(3.6)

D < >

= m*—E(O)—E(O) , ifn#i

K3

which grants us the first order energy correction to the full Hamiltonian. From these results, we
also get the wavefunction up to first order in the perturbation parameter as:

>+/\Z<(O)_O>

B

|¢n) ~

) +Adlh),

) (3.7)

where c%l)n is found by state normalization which is just 0 if we ignore all terms in order A\? and

above, which gives the result of first order perturbation theory as:

0)
w;) ) ) (3.8)

‘w(0)> +A> <

(0)
J#n En
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The result above allows us to better formalize the condition in which we can apply perturbation
theory, which is:

(i ot |u®)
EO Ei(o)

<1, Vn#i (3.9)

Now if we consider second-order perturbation theory, which is keeping track of terms up to order
A2. To do this, we want to expand the second order correction in terms of the zeroth order
Hamiltonian eigenbasis states:

) (3.10)

W)=

Applying the full Hamiltonian on this, we get:

o> e |0l ) + 208 > el |0l ) = B0 ST el o) + ED S oD |l + B )
(3.11)
Then closing the bra-ket with a bra state <1/1§0) ’7 we get:
0) .(2) (1) 7, O\ (2 (1) (2
Ej oyt Z Cni <¢T(LO) oH ‘wi > = ET(LO)Cn,j + E’ELl)C’ﬂ,j + Ej Onj (3.12)
i
Then considering the case where n = j, we get:
B = 3 el (ot [ul0)
‘< O 51 ‘¢(0)>‘2 (3.13)
= |E® = i
#Zn EO _ E@‘(O)
So we have the energy up to second order corrections is given by:
OIFY-AMONE
) O | 58 [ ‘< n | OH Y >‘ (3.14)
En = EQ + (v H\wn>+; FON0 :

What this shows is that in matrix representation, the first-order correction only adds diagonal
elements to the zeroth order Hamiltonian. All other higher perturbative corrections will start to
consider off-diagonal elements. We will not derive the second-order corrected wavefunction since
it is messy and usually unnecessary (only the first-order wavefunction and second-order energies
are relevant) in practice.
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Remarks:
1. The true groundstate of the full Hamiltonian always has an energy that is less than
or equal to that of the energy computed in perturbation theory (this comes from
the variational principle which we will prove).

2. Additionally, if the system has a continuum of states, integrals will have to be taken
instead of sums (or both depending on the spectrum of the Hamiltonian).

3. When there are 2 energy levels such that there is a non-vanishing coupled term in
7(10) 6H ‘w§0)> # 0), there will be level repulsion

between those 2 energy levels from the zeroth order spectrum. If the term vanishes
however, there can be level crossing.

the perturbative Hamiltonian (<

83.1.2 Degenerate Perturbation Theory

Suppose we have N degenerate states in the zeroth order Hamiltonian that for a subspace of
states {|¢:)}icj1,n)- This allows us to write:

H0 |¢u> = Ey |¢u>

N 3.15
where  |¢,) = ZCW |i) ( )
i=0

So moving into a basis where we have [1,,) instead other |¢;) will allow us to break the degen-
eracy (in most situations). That is, computing the perturbative correction on the zeroth-order
degenerate energy will split this degeneracy. We note that ¢, ; = (¢;|¢,), so we can convert the
energies into this new basis by:

6O S8 |0 Y g = s,
;< j > g = CpiVp (3.16)

= E#:Eo-l-W#-F...

where p € [1, N] now indexes the split energies of the initially degenerate subspace. In practice,
a methodical way in which we can do this is by first constructing a matrix representation of the
energies in the degenerate subspace with entries being:

(Baeg| = <w§°>) 0H \w§-°>>. (3.17)
i,

We then diagonalize this matrix, for which its eigenvalues W, give us the split energies, and
eigenvectors give us the coefficients ¢, ; that brings us to the new non-degenerate basis. These
energy corrections however, are only the first order-corrections. Fortunately, the second-order
corrections are found just as we did for non-degenerate perturbation theory but ignoring all
states in the degenerate subspace. In summary, we have the energy corrections for degenerate-
perturbation theory up to second-order written as:

(] o [
EY — B

En,# = ET(LO) + Wn,u + Z (318)

i#n
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Let’s now look at some famous examples of this.

83.1.3 The Stark Shift

A Stark shift is the shifting and splitting of energy levels in atoms/molecules when in the presence
of an external electric field. It is analogous to the Zeeman effect but for electric fields. To
understand how this occurs, consider a Hydrogen atom in an external electric field. We want to
study how the atom responds to this external field, so we use the dipole approximation which
gives the perturbative Hamiltonian term:

(3.19)
=qrE cosf

where ¢ is the dipole charge and 6 is the angle between 7 and E. We know that to minimize
energy, the atoms would want to align the dipole moment along the external field. First, we note
that without the spin degrees of freedom, the Hydrogen atom ground state is non-degenerate
and can be characterized by the quantum numbers {n,l, m}. The excited state however, can be
degenerate if we consider |[n = 2,1, m). The zeroth order Hamiltonian is written as:

- h? e2
1{:<_mnv2—r)-+E¢ (3.20)

Some essential parameters for this zeroth order Hamiltonian in Hydrogen are:

2 2
o € _h o mpme
By = " %ap,’ apr = %, H= T M, (3.21)

where ap, is the Bohr radius and the groundstate wavefunction is given by:

w07 = “1y; o )

r ’

2
where u14(r) = +/apr ( ! )e‘r/aBT
aBr

(3.22)

Now using perturbation theory, we can compute the energy correction terms as expectations on
the pertrubative Hamiltonian over the unperturbed ground state:

EY =0
1 (3.23)
EY = ——ay B
2
where a5 is known as the polarizability, and written as:
L = 262 Z (1s|rcos@ |n,l,m) (n,l,m|rcos€|ls>. (3.24)

0
B, - B},0)

n,l,m
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technically, the integral over the unbound continuum of states needs to be included above, but
if we only care about the boundstates, the sum above over {n,l,m} will suffice. To compute the
terms in the sum, we need to perform integrals:

n,l,m|rcos@|1s) o< | Rni(r)Ryo(r)r2dr [ dQY* (Q)Y10(Q
, 5 l,m s

(3.25)
= /Rn,l(T)RLo(r)rzdr X 81.16m.0
So the second order energy correction simplifies to:
= 1,0]eEs |1s) > |(e,1,0] eEs |1s)]?
E® Sl L + / = de (3.26)
PTLUED-AT, Th BT
We notice that:
B — B0y < 5D - £,
1 o0
= E(g) > — |(1s| eEz |n, 1, m)|*
“ T ED -5, 2| (3.27)
0) ‘<13|€EZ|15>| _ _§ 3 2
= Els = Eg) _ Eéol)o - 3 BTE
So this gives us an approximation that:
16
a1 R ?“%’“ (3.28)

This however, works out to not be correct. We thus need to perform a more exact calculation.
So do this, we make use of Green’s functions by considering:

a5 = 262 (15| 7 cos - G - 7' cos 8’ |1s) (3.29)

where ,C'; is the Green’s function defined as:

[n,l,m) (n, l, m|
I oEron (3.30)
which obeys:
- ED]G=1
(3.31)
= [A-EQ] g0 =60 - 1)

where G(r, ') = (r| G |r’). We then define @ = 7 cos 8, and now define an auxiliary state:

@) = Gi|Ls)

s 3.32
= ¢>(r):/0 Gz ()" uas (r') dr’! -
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where the second line comes from close the state with (r|. This grants us the new equation to
solve:

1o = B| 1@) = |15} |, ar, =2 (15| |®) (3.33)

which gives us an equation to solve in just one variable. Another key aspect of solving this
analytically, is by utilizing the spherical symmetry of the problem. Spherical symmetry then
allows us to separate the radial and angular coordinates:

2 2 |<6,1,0|72|1S>|2
s = 26 ‘<Y(),0| cos 6 |Y1,0>| Z + W (334)
n,1,0 1s

For the rest of this, we will work in units such that & = apg, = e = 1. As such, the radial equation
we are concerned with becomes:

1d>  I(1+1)

2 dr? 2r

— Eg)} Gi—1(r,7)=d6(r —7r") (3.35)
=1

Plugging the form of ®(r) we had into the radial Green’s function equation gives:

1 1 1 —r
R + ) d(r) = 2r%e (3.36)

1 "
5(13 (r) + (r 5

To solve this, we consider asymptotic solutions.
1. r = oo

The equation we are solving now becomes:

1 1
— 24 D=0
2% T3

(3.37)
= O(r)~e "
2. r—0:
The equation then becomes:
1 1
——®"+ Z®=0
2 r2 (3.38)
= O(r)~7r?
We then need to match these 2 asymptotic solutions, which gives us:
@(r) = F(r)e "r” (3.39)
To find F(r), we plug the ansatz above back into the differential equation to get:
1
- §FH(T) +(r=2)F(r)+ F(r) =2r
= F(r)=2+r (3.40)

= ‘ O(r) = (2r2 +r3)e "
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Plugging this back into a5, we get:

ars = 2 (150 | @)

= 2|{Yo,0l cos 0 [Y1,0)[* (13| | @) (3.41)
1 27
—9.-.20
3 4
Plugging back the units, we get:
9
15 = ia%,. (3.42)

Now, if we want to consider the excited state (n = 2), we are going to need degenerate pertur-
bation theory. The n = 2 state will have the following |n,l,m) degenerate states:

12,0,0)

3.43
12,1,-1), [2,1,0), [2,1,1) (343)

So to perform perturbation on these states, we again sandwich the perturbative term between
these states which will form a matrix, but we note that the only non-trivial terms will be for the
terms:

Vio = (2,1,0[eE2(2,0,0), Vo1 =(2,0,0/eEz]2,1,0) (3.44)

So we get the subspace of energies in matrix representation:

R (0)
R (3.45)
VLO E2
Diagonalizing this matrix gives us the splitting energies:
1
Ey = B\ +2Fagp,; P =—1, +17 3.46
+ = E; B + \/5[ ] (3.46)
We notice that:
. 1%
lim |—=—| = 3eap, # 0 (3.47)
E—0

so there seems to be a permanent dipole moment. However, taking the same limit above for the
second order energy correction indeed causes the energy correction to vanish. So the second order
energy correction is referred to as in induced dipole moment. If we look at the potential energy
curve of this perturbed system, the boundstates in the original Hamiltonian are no longer strictly
boundstates after the perturbative term is added. Hence, the states are now called metastable
states. This is best understood when we see how the Stark effect changes the potential energy
curve as shown in figures 3.1 and 3.2 below.
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energy (eV)
energy (eV)

Figure 3.1: Potential without Stark shift. Figure 3.2: Potential with Stark shift.

The images above were taken from this website.

83.2 Quasi-Degenerate Perturbation Theory

We recall that in non-degenerate perturbation theory, we required the condition:

(i|6H |n)
and for the degenerate case, we had:
E©® = E© (3.49)

for some ¢. But what if the first condition is not satisfied? That is we are looking at strongly
coupled systems.

§3.2.1 Lamb-Shift

The Lamb-shift is an energy difference between the 2s; /o and 2p, /5 eigenstates of Hydrogen that
was not predicted by Dirac’s equation, but experimentally measure by Lamb and Retherford in
1947. To see this, we consider the inclusion of the spin-orbit coupling term in the Hamiltonian.
So we have the relevant quantum numbers:

In, (s, 1), m;) (3.50)

where s = 1/2. For the case where n = 2, we have [ = 1 so j = 3/2 and we can get:

N Lo

11
-z 3.51
) 27 2’ ( )


http://matschmi.de/Solid_State_Physics_1D_Model/03_hydrogen_atom/hydrogen_atom.html
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We know that the unpertrubed (zeroth order) Hydrogen system as energy:

12?2 €2
2n2 ag,

1, (Za)2
=——mc” | —
2 n

where a = e?/hc ~ 1/137 is the fine structure constant. Why we need to care about these
relativisitc corrections is through a quick classical calculation. Classically, we have:

E, =
(3.52)

(T) = ~mw?, (V) =— <62> (3.53)

for which we can use the Virial theorem to get the velocity of the particle:

(v) ~ ca (3.54)

which is about 1% the speed of light. So we indeed need to input relativistic corrections. Why
we can treat this perturbatively though, is because Za < 1.

Note: If we want the exact solution to the Hydrogen atom, we need to use the Dirac
equation which gives:
Z0)2
E — mc2 1 _|_ (—a)
(n —65)°
(3.55)
| 1)
where 5j:j+§— j+§ —(Za?2)
and j =1+ s with s = 1/2.
Recall that from perturbation theory, we got:
1(Za)? 1 n 3
E,=mc* |l -2 - =(Za)* - ) +... :
me >z 2% <j+1/2 4>+ } (3.56)

which was gotten from expanding E = \/mc? + p?c?. Nonetheless, the basis for the treatment of
spin-orbit coupling is by considering charged particles (such as electrons) and relativistic effects
during orbit. We know form relativity that when we boost to the frame of the electron, instead
of seeing a electric field, the electron would experience a magnetic field:

_ 1 .
B=—-ixE (3.57)
C

which is derived by applying Lorentz transformation to the Faraday tensor. So for an elec-
tric orbiting a central positively charged center, we have that the magnetic field will be radial
and:

N Ze -
B = L 3.58
mer3 ( )
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where L is the angular momentum. This tells us that the magnetic field is proportional to the
angular momentum! So the key of spin-orbit coupling is that in the frame of the electron, it will
experience a magnetic field instead of the electric field from the central potential which causes
it to feel L effects.

Now where the Lamb shift comes into play, is when it was experimentally found that there was
another degeneracy splitting in addition to that from the spin-orbit coupling. Essentially, Lamb
and Rutherford used microwaves to measure this splitting of the degeneracy in 1947. The energy
splitting structure (including the hyperfine structure present when in external fields) is illustrated
in figure 3.3 below.

Principal levels Fine levels Hyperfine levels
(Bohr) (Dirac, Lamb)

Ps(J=2
3/ =3) fo = 24 MHz

[=1

(F=1xJ)
Pi(J=13) v
2 oyt fo = 59 MHz
[3%
F=0
n=1 F=1
A

) ‘
n
w3l
~
[
—
|
-

............ fo = 1420 MHz

Figure 3.3: Energy spectrum structure in Hydrogen (picture credits).

In the figure above, I indicates the nuclear spin, J = S+ L with S being the spin angular momen-
tum and L the orbital angular momentum, while F' denotes the total angular momentum.

83.3 The Variational Method

Variational methods are very useful as tools to dealing with complex and large quantum systems
where exact methods are intractable. Variational methods are based on the variational theorem.
The statement of the theorem is as follows.


https://journals.aps.org/pr/abstract/10.1103/PhysRev.72.241
https://journals.aps.org/pr/abstract/10.1103/PhysRev.72.241
https://commons.wikimedia.org/wiki/File:Hydrogen-Fine-Hyperfine-Levels-en.svg
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Theorem 3.3.1. Given an arbitrary “trial” wavefunction 1) and a Hamiltonian H, we
have the inequality:

Ely] = WA ) > Fo (3.59)

(lyy —

where Ey is the true groundstate energy of the Hamiltonian H.

Proof. We can always write the state [¢) as:

n

where the set of |¢,,) are the orthonormal energy eigenstates of H. From this we note
that:

. Zn <¢n|H|¢n> - Zn |Cn|2En Zn |Cn|2E0 _

O

The variational theorem then allows us to use the variational principle which is that if we consider
a variation from the true wavefunction of a Hamiltonian:

H=-Dw v, ) =) + ) (3.02)

where the subscript F indicates the exact solution. We can take the expectation of this Hamil-
tonian with the variational ansatz to get:

5B = % (3.63)
from the chain rule, where
A= /d3r|z/}(r)|27 N = /d?’m[}*(r)ﬁw(r) (3.64)
So we have the variational terms as:
SA =2 / d>rip* o) (3.65)
SN = / &Br [(w*mpE i Ho (3.66)

To simplify 6N, we perform integration by parts and use the divergence theorem (noticing that
all surface integrals at infinity vanishes for normalized wavefunctions) to get:

N =2 / d3r o Hop (3.67)
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This gives us the result that:

SF ~ (61)* (3.68)

which tells us that all corrections to the energy when using an ansatz that is a small perturbation
away from the true wavefunction, we get energy corrections that are one the order of (§1))?!
However, the trouble now is how do we pick a good variational ansatz? There are several ways

to do this.

1. Brute-Force Ansatz: Pick a trial wavefunction that is dependent on some free parameters

@, giving |1 (@)) and have the form of this trial function appropriate to the physical system
from some intuition. Then minimize with respect to these parameters.

2. Rayleigh-Ritz Variational Method: Choose a particular linear combination of some basis

{lu;j)} and optimize the coefficients of this linear combinations. Explicitly, the Rayleigh-
Ritz variational method is done in the following few steps.

(a)
(b)

We postulate a wavefunction solution |¢) to the problem.

We pick a finite (usually truncated to reduce the size of the Hilbert space for com-
putational feasibility) basis set |u;) and write the postulated wavefunction as a linear
combination of these basis vectors:

) = eslus) (369)

We minimize the energy with this linear combination of basis vectors with respect to
the set {c; }:

OF 5
97 = 0, Z i =1 (3.70)

J
= (H-EDé, =0 (3.71)

and solve the resulting linear system for all the c; coeflicients.

Note: The Rayleigh-Ritz variational method reduces to just diagonalizing the
Hamiltonian of the system in some reduced Hilbert space (truncated set of basis
states).

Example:

We are now going to try and apply the brute-force variational method to an actual system.
Let’s say we want to find the groundstate of a 2-electron atom/ion (bound to a nucleus).
The Hamiltonian for this system can be written as:

2
H=h+hy+-5——=
7 — 72|

N K2 7 e2

where hj:——V2——e

(3.72)

2m rj
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What we are going to do now is to treat the electron-coupling term €2 /||7, — || as small
(perturbative Hamiltonian), so we have the zeroth order energy for the groundstate as:

Z2e2
E9 — _9 3.73
©——2(2=) .73

As such, we have that the “good quantum numbers” to adopt for this problem as {n,l,m},
for which we can treat the wavefunction solution as separable and write:

Y(71,T2) = ¥1,0,0(71)Y1,0,0(72) (3.74)

It works out that that in a Helium system (Z = 2), we have from perturbation theory that
the energy works out to be Ey; =~ —74.8 [eV]. However, the actual measured total ground-
state energy value in experiment is in fact —78.995 [eV]. This is actually due to fermionic
interactions between the electrons (the wavefunction has to be antisymmetrized).

Instead of including these antisymmetrized solutions, what we will attempt to do here is
pick and ansatz and perform the variational method. We write this ansatz as:

Y7+ (71, T2) ~ exp (M> ( z )3 (3.75)

apr apr

where Z* is some modified value of Z which we will be varying and minimizing with
respect to, that allows us to mimic an effective charge. with some constant prefactors
being dropped above. We also modify the Hamiltonian to include Z* by defining;:

iL’f = _ﬁv2 _ Z*ez
J 2m Tj
= H="h}+hi+0H (3.76)
2 2 2
where 0H* = {(Z* - 27) (e + 6) + e]
o2 1,2
where 1 5 = ||, — 7). To now find (¢z-| H [)2+), we need to take integrals over 7 and

7. To do this, we first recall the identity:

1 47 r
— =N V(7)Y () — 3.77
Em ST 1m (71) l,m(7”2)rl>+1 (3.77)

which allows us to perform the integral:

V(Z*) = / Brir3ropl. (7)) S H k. (7)

o2 5 (3.78)
= [—(Z*)2 +22*(Z2* - Z)+ =Z*
apr 8
Minimizing this energy with respect to Z* then gives:
7* =7 — 2
16 (3.79)

= E(Z*)=E©® 4+ V(Z*)=-175 [eV]

which is indeed a better result that using perturbation theory!
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§3.4 Time-Dependent Perturbation Theory

From now, we are going to move away from static problems and touch on systems that are
intrinsically time-dependent. To do so , we consider the Hamiltonian:

H(t) = Ho + 6H(t) (3.80)
where Hyis time-independent and solvable, that is we know the spectrum and energy eigenstates

of H()I
H
exp <_Z hOt) ’w(o) (0)>

Y g, )
n

0)
‘w (t)> (3.81)

Furthermore, we will once again treat oH (t) as “small” compared to H,. Before proceeding,
we note a few important features of time-dependent perturbation theory. With time-dependent
perturbation theory, the total system we are working with is no longer Hamiltonian (i.e. the
total energy of the system is not conserved). This implies that for a system governed by a
Hamiltonian with explicit time-dependence H = H (t), the notion of energy eigenstates no longer
applies. To deal with this, what we often do is consider 3 temporal regions of analysis.

1. t < ty: Here, the time-dependent perturbation is turned off. That is to say:

SH()| =0 (3.82)

t<to

allowing us to describe the traditional eigenstates/eigen-energy description of the system.

2. t9 <t < ty: Here, the time-dependent perturbation is turned on:

OH (t 0, 3.83
), o0, # (383)
giving a non-trivial 6H (t) for which the notions of energy eigenstates is lost.
3. t > ty: Here, the time-dependent perturbation is once again turned off:
SH(t) =0, (3.84)
t>ty
and we regain the ability to talk about energy eigenstates and eigenvalues.

The question to now ask is then “given some finite-time interval for which the system is perturbed
by a time-varying Hamiltonian, how will the system transition away from its initial state by the
time the perturbation is turned off ?” To solve the time-dependent problem, we are going to assert
that we can write:

() =D e ey (b) un) (3.85)
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That is all the time-dependence is taken into the expansion coefficients in the initial Hy basis.
Furthermore, we assume that the perturbation series:

en(t) =9 + D) + D (1) + ... (3.86)

is convergent. To approach this, we plug this ansatz into the Schrodinger’s equations and look
at the terms order-by-order in the perturbation as we did before. First, we write:

Zh* [0(t)) = Ho [ (t)) + 6H () [(t)

3 (3.87)
= ihaen(t Ze“”" " (| GH (£) |un) cn (1)
where we define wy, », = (Ey, — Ey)/k. Now looking at the first few order terms, we have:
0
0(0): ih—c® =0
0 s
. (1) _ Wi, nt (0)
o) : 315 Con Ze Vinn (b)),
= ¢, (1) — / Ze“"m TV )cglo)dr
(3.88)
. (2) _ W, nt (1)
0(2): 315 el Ze Vinn (t)cy,

1 ,
(2) _ TWm 1T 1Wm,nT 0)
= (Zh> /TdTEl T / E:e Vi (1) O dir

83.4.1 Fermi’s Golden Rule

We will see that the above series will lead to a result known as “Fermi’s golden rule” when
considering harmonic perturbations. To get a picture of what this is, we consider the harmonic
field perturbation:

SH(t) = 6He ™! (3.89)

where §H is time-independent. Firstly, we are going to work with the assumption that at ¢ = 0,
we start in an eigenstate |u,,«) of the Hy Hamiltonian. As such, this makes the coefficients at t = 0
to be Kronecker-delta functions ¢, = 6, n~. The expression for the first order time-dependent
coefficient then simplifies to:

1 [t
ew' =g . €m0 e (r)dT
_ 5Hm,n* « et (Wm nx)—w)t _ |
=R i(Wrnne — W)

(3.90)
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where 6 Hp e = (| 0H |uy,-) (time-independent term) and we set to = 0. This then allows
us to compute the probability of transitioning from state |n*) at time ¢ = ¢y to state |m) at time
t =t to first-order in the perturbation as:

5, (3007 (“25)

Prens & |Cpnw |2 = = ((w 7w))2 . (3.91)

2

Now, we consider the long-time behavior of this probability term. First we define:

(wm,n* —w)

A= 3.92
So when we consider the time-dependent factor:
sin?(At)
AT (3.93)

we realize it is in fact a Bessel function in A for which at long times (¢ — c0), this tends toward
a delta-function-like distribution. Now, we know that delta-functions must be normalized to 1,
so to truly write the Bessel function in the long-time limit as a delt-function, we need to find
this normalization factor as follows:

oo i 2
/ S (A A — « sign(t)

2
e 1A (3.94)

.2
. sin®(At)
= }%T =7té(A), fort>0

where the integral above was evaluated using contour integration (refer to appendix section .1
for details on this). So we have that:

2 (22’5) §(Epm — Ep- — hw) |. (3.95)

lim
t—0

2
Cgrlz) (t) ‘ = |5Hm,n*

This result is known as Fermi’s golden rule, and tell us that the long-time behavior of a system
is only going to have a response when the injected energy via the time-dependent perturbation
matches the innate spectrum of the unperturbed Hamiltonian ﬁo (at least to first-order, which
applies to systems with a dense spectrum/continuum of energy states). Additionally, we can
then get that the rate of transition between 2 states R, »+, defined as the time derivative of
the transition probability will be, in the long-time limit, written as:

2
R = |6 Hp | (;;) §(Em — Ep- — hw) (3.96)
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Remark: Recall that for 2-level systems, we had that the probability of being in the
excited state when we apply some time-dependent Hamiltonian:

H(t) = iQ6 " exp (—iwt) (3.97)
P2 ol e
= Py = @t (2 Q244 > (3.98)

This gives us a probability that goes like ~ t? at short times, however we had that the
Fermi’s golden rule gave us a probability that goes like ~ ¢. Why? It turns out that this
is due to the fact that Fermi’s golden rule only applies to system with a dense spectrum
(where we use the notion of a density of states).

More specifically, we see that for this system, Fermi’s golden rule would break down
because the resonance (as a function of the detuning 6) is going to follow a Lorentzian
~ 0297_:52, which cannot be effectively squeezed and approximated as a d-function since
the uncertainty principle (AtAE ~ h) asserts that we will have to wait arbitrarily long
sin? (At
A2

to get it arbitrarily narrow (unlike the ) function we got for dense spectra).

\. J

The remark above then motivates us to consider problems with dense energy spectra. One such
system is a Hydrogen atom that is irradiated by a photon 7, which ionizes it (into a proton and
an electron):

H+~y — p+e (3.99)

The wavefunction of the exiting electron after this process is well-described by a plane wave
solution, which as we know can have a continuum of energies characterized by k2. To approach
solving this continuum of states, we use a formalism known as boz regularization/normalization
which would result in some density of energy states p(E).

83.4.2 Box Regularization

Consider a finite-sized box of edge length L with periodic-boundary conditions such that we can
normalize the wavefunction inside the box and write it as:

L ik
¢E(f) = L3/26

- 2m
where k= — [n,&, nyy, n,2)"

(3.100)

We also assert that within this box, we have a complete set of orthonormal states in the basis
¢k, for which k is now discrete due to the finite-sized box boundary conditions. We can then
define a “density distribution function” F(ng,n,,n,), as a means to count the number of states,
for which we want in some limit that we get:

L\*® .
Z F(ng, ny,n.)AnzAnyAn, — <2> /F(k;)d3k. (3.101)
™

N, Ny, Mz

So we see that the real motivation of defining this finite-sized box is so that we can work with
tools we are familiar with for discrete spectra, then appropriately take limits to retrieve results
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for continuous spectra. Using the fact that p = hk, we can do a change of variable such that

integral above becomes:
L\* o L\*
—= F(k)d*k = | — F(p)d® 102
() [rowr= (o) [roe (3102
If we apply this to Fermi’s golden rule, we get:
3
(1) ’27 L /3 5 [ 2wt
t) ==— EpeldHyei|" | — ) 0(Ey — By — hw
PO = (5) [ ostorsstt (3 s - B~ o)

L ’ 2dpf 5 (27t

where the subscripts f and ¢ denote the final and initial states respectively. We can then define
a density of final states:

lim
t—0

(3.103)

L \? p3dpdQ
> PPy (3.104)

pi(Ey) = <27rh dE;

which is a measure of the number of states per unit interval of final energy E;. This is in fact
analogous to the density of state commonly used in statistical mechanics. With this definition,
we are now able to write the Fermi’s golden rule for a continuum of states as:

2 S 2
dRp e, = - |(Ws| OH [i)| ps(Ef) (3.105)

keeping in mind that §H here is the time-independent perturbation associated to perturbing
harmonic fields. Another means of arriving at this same result is through the use of energy
normalization of the d-function in energy-space to change coordinates where:

S(p-p') d(E-FE)IE
2 p*  dp’

(3.106)

which allows us to once again arrive at the same result as in equation (3.105).

Example (The Photoelectric Effect in Hydrogen):

Let us consider an application of Fermi’s golden rule in the system of Hydrogen. Imagine
that we apply an external electric field:

E(#t) = By cos(/z . wt) (3.107)

to a H-atom in its ground 1s state, which grants the perturbation term in the Hamiltonian
written in terms of complex exponentials to be:

) . i(k-F—wt) —i(E-F—wt)
SH(t) = eBy - 7 (e +26 > .

(3.108)
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In the experimental set-up, we also have a detector that measures the electrons emitted
from the Hydrogen atom when perturbed by this external field that radiate into some
differential solid angle df2.

Labeling the groundstate energy as Fjs and the stipulated final state energy after the
perturbation as Ef, we have that Fermi’s golden rule will grant us probabilities that go
like:

Pg,p,, ~ 6(Ef — Ei + hw) (3.109)

where the +Aw is determined by the sign of iwt in the complex exponential. It turns out
that the term in exp(—iwt) corresponds to a stimulated emission process which vanishes
in first order perturbation theory, so we just consider the exp(—iwt) term. For this, we
have that the transition rate per unit solid angle works out to be:

- 2

By 7 oo
¢ : s (3.110)

dR 2
dig(Ef < Els) — E

(Ef,pyl

From here, we are going to adopt an approximation known as the electric dipole approxi-
mation, which assumes that the wavelength of the incoming harmonic field is much longer
than the length scale relevant to the atom (A > 7y = ¢ < %) This allows us to write:

exp (iEf-F) ~ 1+iEf-F (3.111)

or in fact just simply etk 1 (for all intends and purposes) granting the result:

2

—

€E0 -7
2

dR 27
E(Ef — Els) ~ ?

(Ey,prl |E1s) (3.112)

To then compute the matrix element, we use the box regularized plane-wave function and
adopt the energy normalization of the J-function to get:

1/2
1 prdpy By 7
E =— | =—— A1
(T1Ef, D) (2n)372 < dE; exp (z W > (3.113)

This calculation simplifies if we use the identity:

(o) l
exp (u‘éf -F) =4r Y S Y (k) Yim (#)ju (ks (3.114)
=0 m=-1

where j;(ksr) is the spherical Bessel function of the first kind. Plugging this back into
the transition rate per unit solid angle formula, we get:

dR or (1\° (Ppidps
d*Q(Ef — Eis) ~ <27T> ( dE;

x |4 Y7 (k) (Yim () (k)|

l,m

2 (3.115)

eFEor cos 6
7 |R1.()Yo,0)
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Since we know that Ey = pfc /2m, we can plug this into the equation above to get:

R e2EZ > °

(B — Bu) mhkijl o(ks) ] UO g1(kpr)r Ry (r)r2dr (3.116)
which gives us a formula for the “probability rate per unit solid angle subtended by some
detector to detect a photon in direction l%f”. From this, we can now ask, what is the
cross-section which will give us a measure of the probability of emitted electrons into
some solid angle given some incident flux of photons injected into the system. To do so,
we consider the incoming flux incident on the H-atom by using the Poyting vector:

|Eo|” | |Bol*

3 |Eo|? (3.117)
8T 8T -

8

T2

The Pyonting vector gives us a measure of the power flux, so to get the photon number
flux, we simply divide this by Aw, for the differential scattering cross-section is then:

do hw dR
= Ef « Ey,
0~ < albr e B
87rmwe 2 (3.118)

2 o0
2c kf‘Yl 0 k‘f ‘ |:/ jl(ka)TR1s(’l“)’l“2d7‘
0

which works out indeed to have units of length-squared over radians if some dimensional
analysis is performed.

A question we can now ask is, in what situations can we actually consider the Fermi’s golden rule
where the final energy density function is indeed a d-function (as in what we saw when we first
derived the Fermi’s golden rule)? Well, one way of thinking about this is to first consider the
full system of the perturbation and the zeroth order Hamiltonian (e.g. atom in a photon field).
The state of this total system will then have to account for both the state of the zeroth-order
system and the excitations of the perturbation (e.g. the tensor state of the atom and the photon
field |atom) ® |photon)). The full formal way of doing this is by working with a master equation
with a Liouville superoperator, however this is not in the scope of this course and what we are
going to do is look at a simplified model. Recall that the first order transition amplitude for
time-dependent harmonic fields derived earlier was given as:

(1) / dt'e i(wp—w;)t 71wt <f‘V|> (3119)

To consider a spontaneous emission process, we can possibly try adding some “damping” term
in the above expression to give:

oot
(1) _ 7’/ / i(w wl)t —iwt’ T(t—t")
¢yl =g [ dte™ T {(f1V]i)e™
f h o

i(wy 7w)teth -1

i(Wf —w) +T

(3.120)

1 - _rele
= =LVl
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From here, if we take the limit where time goes to infinity, we see that we in fact get a probability
that follows a Lorentzian:

(71713 |
% (3.121)

h (Wf —w)2 + T2

:

o*_
| =

This is not good since we want to retrieve a J-function type behavior! The simplest means to
fix this is by considering a classical picture of things. In classical mechanics, we have equations
of motion (EOM), so let’s try to model the probability via some EOM. Without spontaneous
emission, we would have:

d\c?)f P |
dt:R(q ’ —’cf ‘) (3.122)

where R is short hand for Ry, ;. We can then try to add some damping term to the which will
give a coupling between the initial and final states:

el
— R
=

2
(1)
|

2 2
cgl)’ — ’cgpl)‘ ) =2
9 (3.123)
(1)

G

_ |
dt _R(‘cf ’ N

We can then consider the point of detailed balance (stationary point where all “velocities” are
zero) which gives:

d

2 2
) el

2 2
(R+ 2F)‘c§3)‘ —R c§.1>\
) R C(l)’2 (3124)
(1)‘ I
= = .
‘cf R+ 2T

Now we consider the limit where I' <« R, and plugging this back into the approximate solution

2
we had for ‘021) , we get the rate:

‘ 2

(e

2r
Ry i~ 3.125
re h X (wf—w)2+F2 ( )
which in the limit where I' — 0, we indeed get:
2r
lim —————— =27 (wy —w), (3.126)

r-0 (wy —w)? +I'?

the Fermi’s golden rule! Of course, this was a very hand-wavy way of doing things, so let’s
consider another approach to this, where we adiabatically tune the perturbation.
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§3.4.3 The Wigner-Weisskopf Approximation

This more rigorous treatment that we are about to do is known as the Wigner- Weisskopf approach
derived in 1930. What they did was to consider an extremely slowly varying perturbation:

SH(t) = e™V (3.127)

where 7 is a very small parameter which we will later take the its limit to 0, such that there is a
very slow and gradual growth of the time-independent potential V. In general, V can in fact be
time-dependent, we for now we simply set this as time-independent (so it is just a shift in the
energy levels). From time-dependent perturbation theory, we have that in general:

() =0
; t ; - pMttiwn, it
G — Yy lim g it! gnt! gyt _ ALY 67’7.'
h "t =00 fy h n+iwn; (3.128)
2 |Voal? et
W | = Vnil” e
= Cn (t)’ - h2 772 + wi ;

If we now take the limit as 7 — 0, we have:

|Vn,i|2 lim 2ne2nt

lim Rnei = B}
n—0 h2  n-o0n? +wm (3.129)
27T|Vn7i|
= T5(Wn,i)

which indeed gives us the form of Fermi’s golden rule. In the V being time-independent case, we
have the first-order energy correction as:

Vi v Vi et
A0 = MG et = S (3.130)
¢ h to——co fy h n
As for the second-order energy correction, we have:
t - ’ ’
052) = < ) Z Vi, Z| hm eiwimt'+nt’ gt
to
(3.131)
i\ Vi i Viml| e
_ <> | 2| ot <) Z Vi,m| .
h 27 h o] 2(E; — E, + ihn)
Now considering the time derivatives up to second-order, we have:
' 12 Vi |Vims|*
_l‘/ll—’_ _ 1 52 _ ”“7
Cl(t) Y ( h) n ( ) Z E;,—E,,—thn
. Vi
€ 1= (3.132)

SERATRNY (A | o S\ /¥
TR h) 4 E; = Ey, —ihn
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So we see that the time derivative of the transition amplitude is being “corrected” by the decay
parameter 7. Then taking the limit 7 — 0 and using contour integration, we are going to see
that we have second order energy corrections with a real and imaginary part:

lim B =P Z |Vm " — i > |vm.i*6(E; — En) (3.133)

—0
K m#i

where P is the Cauchy-principle value. Defining the above result as A; and comparing this to
the result in Fermi’s golden rule, we have that:

> Rpei= ﬂxm [A;]
mi (3.134)

= ¢t)= e~ FReATe= 5 where I =2Im[A]

§3.5 The Adiabatic Approximation

Now, we will look to systems in which Hamiltonians vary with extreme time-dependence (ex-
tremely rapid and short-lived, or extremely slow and long-lived). In recent years, the study of
quench dynamics have been of great interest. A quench is a very sudden change in the param-
eters in the Hamiltonian, where the notion of “sudden” is governed by some time-scale T such
that:

=

L B
T h

= wy. (3.135)

That is, the time-scale is fast enough such that the Hamiltonian is unable to vary within that
time-interval of the parameter change. The converse of such processes, is known as the adiabatic
approximation whereby we vary the parameters in the Hamiltonian extremely slowly, such that
the eigenstates transit adiabatically from the initial to the final Hamiltonian and entropy is
conserved (AS = 0). The condition for such a process is given by:

! « (3.136)
T Wa,b .

where the subscript denotes any relative energy splitting in the system wy, — w,. This will be the
extreme time-dependence of interest to us for the time being.

Firstly, a few considerations. In the adiabatic regime, conservation of entropy implies that there
is also a conservation of the number of energy eigenstates by multiplicity considerations. This
invokes the main statement of the adiabatic approximation (theorem).

The Adiabatic Theorem

Given a system that starts in an instantaneous energy eigenstate, it will remains in the
same instantaneous eigenstate throughout the time-varying adiabatic process so long as the
associated energy eigenvalue is gapped with respect to the rest of the spectrum.

An application of this is adiabatic quantum computing or quantum annealing. To formalize this,
we first consider the initial system with energy eigenstates denoted by n:

H|¢n) = By |tn) (3.137)
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For time-independent Hamiltonians, we know that time-evolution is encoded as a phase asso-
ciated with each eigenstate. Now if we turn-on time-dependence, we now assert that in the
adiabatic limit, we have:

H(t) [n(t)) = En(t) [tn(t)) (3.138)

where each of these instantaneous eigenstates are orthonormal (this is the assertion (¢, (¢)|¢n (t)) =
Om.n). Any linear combination of these eigenstates also have to be solutions of the time-
depdendent Schrodinger equation, so we can write:

m% () = F(1) [8(t))
= () =D eal®)e P (1))

¢
where |0, (t) = —%/ E,(t)dt
0

The boxed quantity above is known as the dynamical phase in an adiabatic process. Plugging
the solution back into the time-depdendent Schrédinger equation gives:

2 [6n 6™ W) + a0 O () + 00 W )] = B enl)e ™ OHE) (0
! (3.140)

(3.139)

Using the relation in equation (3.138), we can get that by construction:

D2 a0 O 1)) = 3 en(t)e ™ [ (t))
= =X enlt)el o) (4m(®)

(3.141)

dn(®))

where the final expression is obtained by contraction with (4,,(t)|. Now, let’s also consider
taking the time-derivative of the equation (3.138) then contracting again with (1, (t)| which
gives:

H(E) [on(0)) + B @) [dn(8) ) = () [on(0)) + Ea(t) |dn(2))
= | @O H 0 (8)) = [Bat) = B (0)] (6 (8)|(1))

(3.142)

Comparing the 2 boxed equations above gives us that:

€)= =n(t) (U (O] 1)) = 3 cnl) LT ‘E L CEY)
n#m

The above derivation allows us to speak more rigorously and say that the adiabatic approximation
is the approximation whereby we vary the Hamiltonian so slowly that we can ignore the second
term in the expression for ¢,,.
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Note: We see that the size of the second term is highly dependent on E,(t) — E,,(t),
which tells us that if we have a system whereby any of the energy gaps between 2 energy
levels are very small, the process must proceed extremely slowly in order for us to adopt
the adiabatic approximation.

If we ignore the second term, we simply have:
() = = (t) (Y (O] (1))
Ln®) (1) (1)) (3144

cm (t)
= cn(t) = cp(0)erm®

~—

where

@)= [ ()

¢m(t’)> dt’' | (3.145)

The quantity defined above is known as Berry’s phase (a.k.a geometrical phase). From this, if
the system starts with ¢,(0) = 1 and ¢p2,(0) = 0 (a particular instantaneous eigenstate), then
we have that the instantaneous eigenstate of the system at time ¢ can be written as:

[6(6)) = exp (00 (1)) exp (i (8)) [ (1)

— : (3.146)
where 6,,(t) = _ﬁ/o E,(t)dt', ym(t) :i/o <¢m(t/)

¢m(t’)> dt’

telling us that any instantaneous eigenstates under adiabatic time-evolution evolves only by a
(dynamical and Berry) phase.

Example:

|

wel)

Figure 3.4: Precessing magnetic field about the z-axis.

We are now going try and understand better the notions of the geometric and Berry’s
phase by means of an example. Consider a spin-1/2 particle in a precessing magnetic
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field:

sin a cos(wt)
B(t) = By | sin asin(wt) (3.147)

Cos o
which gives us the Hamiltonian:
H=—ji Bt (3.148)

which grants us that the magnetic field precesses about the Z-axis as shown in figure 3.4.
As such, we have the Hamiltonian written explicitly as:

5 (by64 + byoy +b,02)

_hwr [ cosa e ™lsina
2 |e™tsinae  —cosa

(3.149)

where wy = eBg/m and I denotes “instantaneous”. From here, we can in fact obtain
the instaneous eigenstates of the system in the adiabatic approximation by applying a
rotation into the rotating frame of the magnetic field:

ot .
2(a;w) = exp <— w;w > exp <_w§a) ) (3.150)
Applying this to the spin-z eigenstates gives us:
) | cos(a/2) _
et = | SoelDy] =00 (3151)
) _ [em*®tsin(a/2)] _
Do) 1) = [ ool =0 (3.152)
which will give us that the instantaneous eigen-energies of this system as:
hw
EP )+ TI (3.153)
1 g ﬁw; w]t
() =—= [ —dt' =—— 3.154
~ 00=—5 [ 5 / (3.154)

where as a reminder, 6(t) is the dynamical phase. Having computed the dynamical phase,
we can also compute Berry’s phase as:

x1(t) = L‘wei“’t S?in(a/ 2)]

= ()= i/o [cos(%), e sin(%)] [z’we“"t/ gin(a/Q)] dt’ = —%t [1— cos(a)].
(3.155)

If we consider just one period of precession (¢t = 27 /w), the Berry’s phase is then:

1 = —7[1—cos(a)] = —%QQ (3.156)
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where (), is the solid angle traced out by the precession. This link between geometry and
the Berry’s phase is subtle but significant and will be touched on next.

Of course, we expect that this result holds well in the regime where wy > w (the rate
of precession of the magnetic field is much slower that the intrinsic energy scaling of the
system, therefore can be taken as adiabatic) and would fail otherwise.

§3.5.1 Berry’s Phase and Configuration Space

We are now going to see an interesting difference between the dynamical and the Berry’s phase.
To first say what this is, it turns out that the dynamical phase will continuously and increasingly
vary with the duration of the adiabatic process, whereas Berry’s phase only cares about the
geometry of the “path” traversed but not how long it took.

What is this “path” you ask? Well to understand this, we first need to introduce the notion
of configuration space. In general, we can consider a Hamiltonian that has a set of parameters
{R;}, which we can group into a vector R € RY such that:

H = H(R), (3.157)

which allows us to write:

H(R)

Vu(B)) = Bu(R)

wn(ﬁ)> : (3.158)

These parameters can in general be time-dependent R= R)(t)7 which then allows us to define the
configuration space with axes labelled by R;, and a trajectory in this space defined by the path
R(t). An illustration of this for a Hamiltonian with 2 parameters {R1, Ro} is given in figure 3.5
below.

Ry

Figure 3.5: Trajectory in configuration space ReR2

Imbuing the parameters with time-dependence also causes the Hamiltonian to be time-dependent.
The states on the other hand, can have derivatives:

0 3
5 UnlR)). (3.159)
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So the Berry’s phase for such a system will be written as:

=i [ (ol

R(0)

(3.160)

Vi

¢m(R’)> AR

which allows us to think of this integral as occurring over the trajectory in configuration space!
This is why Berry’s phase is not duration-dependent, but only concerned with the path traversed
in configuration space (time plays no role). The integrand of the Berry phase is commonly referred
to as the Berry connection:

A(R) =i <¢m(ﬁ)‘ g )¢m(1§)> . (3.161)

What is an interesting and in fact necessary result for the measurement of the Berry’s phase,
is that for such time-varying adiabatic systems, even if the Hamiltonian returns to its original
configuration (trajectory in configuration space is closed), we have that the Berry phase in fact
does not necessarily vanish:

Tnlt) = § ()] Vg n(¢) - dFE 2 0. (3.162)

To see why this is necessary, we need to think about gauge invariances. We can work out that the
Berry connection in fact transforms as a vector potential under gauge transformations of:

wn(é> - eXP<*iﬂ(é)) ¢n(é>

= AR — A,R+V3B(R)

(3.163)

where 3(R) € R.

r "

Note: The transformation is a gauge transformation as it does not affect the Hamiltonian
evolution of the system. That is:

H(R)e B®

UalB)) = AR D |y, () e P DA (R)

Un(F)) (3.164)

i.e. these instantaneously eigenstates have a gauge degree of freedom in configuration
space.

J

However, the Berry phase itself is not gauge invariant since for a given path in configuration
space between 2 points Ry and Ry, we have:

A = /ﬂﬁf [A’n(é) +VB(R)] - dR

Ro

= Tn +6(ﬁf) _5(R0)

(3.165)

where 7,, is the gauge transformed Berry phase. The lack of gauge invariance implies that it
cannot be measured in an experiment (since measurable quantities cannot be gauge dependent)!
However, if the configuration space trajectory is closed, then we indeed have:

Y = Tn (3.166)
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which makes the Berry phase physically present and measurable.

r "

Comment:

In the special case where Re R3, it works out that the Berry connection is analogous to
the magnetic vector potential Ap in classical electrodynamics. Recall, that for a current
that flows through a closed path I', we have that the magnetic flux ® g through the surface
of that closed path is given by:

dp = ]{ Ag-dr. (3.167)
I

By Stoke’s theorem, the above equation becomes:

<I>B=//S(V><fTB)~dé’=//S§-dé'- (3.168)

So indeed by analogy, we have that the Berry phase is the flux associated to the curl
of the Berry connection through the area defined by a closed trajectory in configuration
space.

\. J

Using the result of equation (3.160) that Berry phase is related to the gradient of the wavefunction
in configuration space, let us go back and try to apply this to the example of the precessing
magnetic field we had earlier. Since we are working in spherical coordinates, we note that the
gradient operator in spherical variables is given as:

o 190 .~ 1 0

Ve 050 T g 06

(3.169)

Applying this to the spinor wavefunction and taking the overlap of this with the spinor wave-
function, it can be shown that we have:

isin2(9/2).

1
rsinf (3.170)

XIVzlx) =

Since we are indeed working with the special case that the configuration space is R? (as the com-
ment above states), then we can find the Berry phase by taking the curl of the Berry connection
which gives:
i
Vi x (x| Vzx) = Byl

1y, o
= 'y:—/<2r2>r-da (3.171)
- 1N ..
—_/<2742)7"'7"d90/r— 7

which agrees exactly with what we had before. More details of this problem can be found in
Griffiths chapter 10. In fact, the result above can be generalized to an arbitrary spin s particle
in a precessing magnetic field to get the result:

v =—s8 (3.172)
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again with  being the solid angle of precession and s being the particle spin.

§3.5.2 The Aharanov-Bohm Effect

The Aharanov-Bohm effect is the result of an experiment conceptualized in 1959, for which we
saw a treatment of last semester when we were considering the path integral formulation of
quantum mechanics. However, we will now look at this phenomenon using the tools from Berry
phases. Recall that in classical electromagnetism, we are concerned with electric and magnetic
fields from which we can take these as our physical quantities of interest (scalar and vector
potentials are not too much of our concern since they are not directly measurable). However,
when we do consider these scalar and vector potentials:

. A "
E:—V@—%j B=VxA4, (3.173)

there are some transformations we can perform on these potentials (fields) that leave the elec-
tric and magnetic fields (and hence Maxwell’s equations) invariant. These are known as gauge
transformations (already introduced in the section on Berry phases above):

o - o —o-4
ot (3.174)

A = A =A+VA

Because these transformations leave the electric and magnetic fields unscathed, the physics will
also be invariant under them. This however, is not the case in quantum mechanics. In quantum
mechanics, it turns out that gauge transformations of the scalar and vector potentials result in a
phase exp(igA/h) which can in fact be measured. As such, the vector and scalar potentials are
in fact measurables which the Aharanov-Bohm effect will elucidate. In quantum mechanics, we
are concerned with the Hamiltonian for which given an external electromagnetic field, it takes
the form:

.1 [h 2\ 2
H=_— (.V - qA) + q9. (3.175)
(3

The set-up of the experiment is as follows. Consider an infinitely long ideal solenoid of radius
a with current I flowing through it. This would result in the production of a uniform magnetic
field within the coil, but no field outside the coil. For this problem, we are going to pick the
Coulomb gauge which is defined as:

V- -A=0. (3.176)

Now consider the magnetic vector potential, we are going to have that outside the solenoid
(r>a):

27 (3.177)
where ®p = 7a’B
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where ®p is the magnetic flux. Now consider a particle confined to move in a circle of radius
b > a around the solenoid in the Azimuthal plane. The Hamiltonian for this particle would thus
be:

g- b {—h2V2+q2ff2+2ihq/T-V}
2m
_ L o (g@s\ . (Pp10
“om | 02 as2 T\ 2mb M\ 276 b 9 (3.178)

om o P\ ) |V Y

1 _12872+ih<1>3 B a®5\>
b2 062 | 2762 ¢

We can solve the differential equation above with the boundary conditions that 1(¢) = (¢ +2m)
to get:

Y =Cexp(i\ngp), Nn€EZ (3.179)
h? q®p]?
E,= 2 _|n-%E 1
= " omb? {n 27('71:| ’ (3.180)

which shows that the energy of this particle indeed depends on the magnetic field even though
there should not be any magnetic field outside the solenoid! If we didn’t want to solve the
differential equation in its full glory above as we did, we can try to find an ansatz that might
simplify our lives. In particular, we want to find an ansatz that removes the vector potential from
the Schrodinger’s equation. Harkening back to the Berry phase, we recall again the analogy of
the Berry connection and the vector potential. As such, we attempt an ansatz of the form:

W = 9

q [ (3.181)
where ¢(7) = ﬁ/ A(F) - dr.
0
We notice that taking the gradient of this ansatz gives:
Vitp = i[Vig(R)] ¥ + 7V
h T D7 o R
- (iv - qA> Y=gtV (3.182)

h 2\ 2 NN
= (ZV - qA> Y = —h2e9 ),

The relations above allows us then to just solve the standard Schrédinger’s equation we are
familiar with:

2
ih—1) = —f—mv% + Vi (3.183)

where the 7 subscript on the gradient operator is dropped since it is unambiguous in this context.
If we can assert such an ansatz, how then are these vector potential dependent phases detected?
The idea behind this is by considering the 2 different paths across the solenoid as show in figure
3.6 below.
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path 1

path 2

Figure 3.6: The Aharanov-Bohm effect. The paths we want to consider are in fact semicircular arcs
despite the illustration above (that is a little more artistic).

Now let’s consider the phases accumulated in each path, which we take to be arcs of a circle of
some radius R > b for simplicity.

1. Path 1:
The phase is given by:

() =4 [ Aoar

- (3.184)
[ o (-5) - -4

27rh

2. Path 2:
The phase is given by:

:%//T-df
q/%(I)BQ%RMS izB
“n) = ok

If after traversing these paths, we allow the particles to interfere, we will see an interference
pattern due to the phase difference:

(3.185)

q®p

92(F) = a(7) = —= | (3.186)

which indeed admits a means to measure the phase and thus the vector potential effects.

83.5.3 Synthetic Gauge Fields

In the field of cold atoms, it is possible to engineer systems of neutral particles such they behave
as if they were charged and respond to an externally applied magnetic field. Such engineered
systems are known as synthetic gauge fields. One of the means to do this is via rotating traps
and the use of the Coriolis force. Consider a rotating trap with angular frequency:

Qrot = Qrotéz~ (3187)
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Recall that given a rotating system, we can move into the rotating frame via the operator:

R, = exp (—W) (3.188)

2,
where L is the angular momentum vector-operator. In this frame, we consider the “rotated”
wavefunction:

‘1!3> = Ri|y), (3.189)

such that we can construct a Hamiltonian in the rotating-frame which works out to be:

2 o an aRT .
TH
=R HR, +zh< 5 )RZ

= ( ) V(#) + Wrot(F)

S ‘@

V(#) ] 4 Qo - L (3.190)

where

) I A2
A=— (Qrot X ’I") 5 rot(f‘) = —% (3191)

So we see that we have effectively introduced a vector potential-like term to the momentum
which mimics the Hamiltonian of a charged particle in a magnetic field! However, this method is
constrained by the fact that the frequency of rotation cannot be too large such that the particle
is no longer confined in the trap (rotation overcomes the trapping potential).

A way to get around this issue but still achieve a synthetic gauge field is by the use of optical
lattices. Optical lattices are optically generated potential wells that are periodic in space created
by standing wave laser beams. The synthetic gauge field is then engineered in these systems
as follows. First consider an optical lattice with singlular trapped atoms in each lattice site.
The system is then cooled such that the trapped atoms occupy the motional groundstate at the
bottom of each optical lattice site. The optical lattice is constructed such that tunneling of the
atoms between sites is allowed (the tunneling rate is set by the overlap of the wavefunctions
between lattice sites). We can effectively consider the 2 lowest internal states, for which we
irradiated the atoms with lasers to excite the second state. The lasers have a detuning from the
transition gap by § and Rabi frequency . The incidence of the laser results in 2 effects:

1. A “kick” in the momentum from p — p = p + hkphoton;
2. An internal state transition ||) — |1).

As such, we can consider the basis denoted by |p; s) where p is the momentum of the atom and
s € {1,l}. We can then write the Hamiltonian as:

)1+ 36+ 5 (181 (ol I ) (551 ) (319

)¢
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where m* is the effective optical lattice mass and the term |p; 1) (p; | is responsible for a tran-
sition from the |p;]) state to the |p;T) state. We can make a change of variable such that the
Hamiltonian is now diagonal and written as:

N 2
g D p—hk 5. Q
=iy 1+ (2m> 10 ¢+ 50= + 5 (151 (5 1+ 1o ) (511
= 1p) (pl |:IA[E;5 + % (6 + AEj) + C;”Q} (3.193)
1 b+ hk)? 52 5+ k)2 =9
where Eﬁzz((pzm*) +2I;n*>’ AEﬁ:((me*) _211771*>

where we now drop the subscript on kphoton as there is no ambiguity. We are now going to
treat the spin-degree of freedom as a synthetic spatial dimension which allows the visualization
in figure 3.7.

n—1 n n+1

Figure 3.7: Synthetic flux ladder with the black filled circles denoting the atoms in each lattice site. a
is the spacing between lattice sites and n is the lattice site index.

With this, we can consider a 4-step process:

1. An atom absorbs a photon and transits from the |]) to the [1). This process accumulates
a phase ¢'¢ = ¢ik(na),

2. the |1) atoms tunnels from its current site n to site n+ 1. This process does not accumulate
a phase;

3. the [1) atoms then emits a photon and transits back down to the ||) state. This process
also accumulates the phase e~ #(¢+ka).

4. the atom then tunnels back to site n from site n + 1.

These steps form a closed-loop in the synthetic flux ladder picture in 3.7 but still results in an
overall phase ¢ — (¢ +ka) = —ka, being picked up which can be taken as the Berry phase. Recall
that the gauge field phase we saw in the Aharnov-Bohm effect is given by:

h
= @S%th = —ka (3.194)
h(—ka
= (psynth = ( )
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If we then take ®gynen as effectively being a magnetic flux, we have ®gyyn = BA = Ba? which
evaluates to:

(bsynth

B = 2

~ 1000 [T]. (3.195)

A magnetic field of 1000 Tesla is effectively impossible to achieve in a lab, so this method of
engineering a synthetic gauge field allows for the effective application of an extremely strong
magnetic field.



Chapter 4

Quantum Scattering

The study of scattering theory aims to create a formalism to extract the structure about an object
known as the scatterer, by scattering other objects on it and observing the products (outgoing
objects) of this process. Furthermore, understanding scattering processes often in many-body
systems will also allow us to better understand and predict the behavior and dynamics of such
systems. We will be starting our discussion with the Lippman-Schwinger equation to formally
understand the formalism of things. This is in general difficult to solve exactly, so we will be
looking at perturbative and low-energy approaches such as the Born approximation to tackle these
problems.

§4.1 Formal Scattering Theory

The starting point here is by considering a Hamiltonian made up of 2 “pieces”. The first being
the free-particle Hamiltonian and the other a potential term that represents the scatterer which
serves to “modify” the plane wave.

9
A= yv=f+V (4.1)
2p

where p = myma/(my + ma) is the reduced mass. We use the reduced mass because more often
than not, moving to the center of mass frame for a scattering process is often easiest for us to
perform an analysis of the physics. We are going to assume several things about V to simplify
the analysis.

1. Vis time-independent;

2. Vis short-ranged, that is there is a radius ry beyond which we can effectively treat the
potential as zero (e.g. Lennard-Jones potential).

Now, the goal is then to solve the time-independent Schodinger’s equation:
(fo+7V) 14 = Elw), (4.2)

56
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for which we can recast this problem into one for which we solve for a Greens operator G
(analogous to the Greens function in operator space) by considering:

(1o - B) [v) = =V |w)
= (1310 - E) G=-1 (4.3)
. o\
= (0= (E _ Ho) .
Solving for the Greens operator will allow us to construct solutions of the form:

W) = |¢) + GV [v) (4.4)

where |¢) is an arbitrary solution of the homogeneous system (Hy — E)|¢) = 0 (free-particle
solutions). Let’s now work in the position basis. Inserting the resolution of the identity over
position states to the Greens operator solution gives us:

mw:@m+/ff/fwwmmwmvwwww> (4.5)

where G(z,2') = (x| G'|2’) is the usual Greens function we are familiar with and we often make
the approximation:

@\ V2" = V(Z")o@ — ") (4.6)

to simplify things. The key result is then that for a local (finite-range) potential, we have:

wmrwmm+/fﬂhmfwwwmm, (4.7)

which is a reformulation of the Schrodinger’s equation as an integral equation known as the
Lippman-Schwinger equation. This equation however, is not too well defined since the Greens
function has singularities by its construction in equation (4.3). To resolve this issue and construct
Greens functions that are unique, a trick from complex analysis is used which adds a small
imaginary term which we set to 0 at the end of the calculation. That is, we take:

E — E+ic (4.8)

where € > 0 and then later take the limit as ¢ — 0. With this added term, we now have the
Greens operator as:

. . -1
GE) = (E ~Hy+ is) . (4.9)
From here, we are now going to try to derive solutions to the Greens function in the position rep-

resentation. To do this, we are going to again insert the resolution of the identity but now in the
momentum basis since we note that eigenstates of Hj are indeed momentum eigenstates:

GO aa) = [ [ @ @l 6l (B~ oz ic) ) e
B d3p exp (M) (4.10)
B / (27h)3 | E — p2/(2m) + ie
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—
—

Doing a change of variables using the relation p'= hk and defining R =7 — 7', we get:

4 exp (ik' R cos )
G( )( /kol/ dk/ [thQ hz(k/)Q j:z{-;
2u

o ( ) ) /oo i (ezk R _ ,—ik R) dk! (4.11)

- (27rh)2 iR k2 — (k)2 +ie
ke ik’ de/
T i () ZR/ k2 — (k)2 +ie’

From here, we use the residual theorem with contour integration from complex analysis to get
the result:

2/“‘ eiik|a¢—w"
+ _
GH)(z,2") = ~3 <47T|x$/| i (4.12)

where the £ implies that the waves are either incoming (—) or outgoing (+). To be clear, the
Greens function we have derived is a solution to the equation:

2
<§MV2 - E) Gla,a') = ~6(x — ). (4.13)

Plugging this into the Lippman-Schwinger equation for an incoming plane wave gives us:
- Q/J' e:l:ik|:bfz'|
ik & ! N 3,1
- = — |V d 4.14
ey <4”_x,| (&) (414

where A is a normalization. However, we see that the solution to ¥ (x) is itself dependent on ¥ (x)
(shows up in the integrand). A way to get around this is by making appropriate approximations.
First, we assume that we are observing the scattered wave far enough away from the scatterer
that we are allowed to write:

Y(x) =4

o) ~ A {em _2ue™ / exp (—u‘é . f’) V(x’)w(x’)d%’} . (4.15)

It works out that the integral above is what is known as the scattering amplitude, but before we get
to that, we take a step back to consider the observables of interest that we want measure.

84.1.1 Differential Scattering Cross-Sections

An observable ubiquitous in scattering theory is known as the differential scattering cross-
section.
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Definition 4.1.1. Differential Cross-Section: The ratio of the scattered flux to the incident
flux on a scatterer do, that scatters into a differential solid angle dS2:

do = lim m

o 4.16
df) r—oc |Ji| ’ ( )
where J, is the scattered flux and J; is the incident fluz.
Recall that in quantum mechanics, we had that the probability flux is given by:
J= L vy - pwy) (4.17)
 2ui ' '

Going back to the Lippman-Schwinger equation, we have that in the far field limit, we can define
a quantity:

f(k, k) = *2:712 /d%’e*“;"f/V(f’)q,b(f’) (4.18)
= lim ¢(@) = A [e” + f(/%l%’)efr] . (4.19)

To make sense of what f(k, k') is, we consider the case of elastic scattering. Since f(k, k') is the
coefficient of the scattered wave solution, we can think of it in terms of a probability amplitude.
In particular, this is the probability amplitude associated to a particle scattering off the scatterer
with a velocity v into some differential solid angle d2. So we can write:

dP = i) *dv

N 2
APk, k) (4.20)
=1 V2240 - vwdt

r2

where v, is the scattered wave. However, because we are treating the collision process as elasting,
this post-scattering outgoing probability flux must equate to the pre-collision incoming proba-
bility flux. The incoming flux would then be the probability amplitude associated to an incident
particle travelling at speed v, that passes through a differential area do in time dt:

dP = [¢hi|*dv (421)
= |A[*do - vdt. '
Equating these 2 differential probability measures, we get:
ol L n a2
AP | (k. B) )
—————r%dQ - vdt = |A|"do - vdt
y - (4.22)
o A A
— = |f(k, K
= |25 = |||
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which tells us that the absolute square of the scattering amplitude is indeed the differential
cross-section! From the differential cross-section, we can also compute the total cross-section o

defined as:
/de—Q /dQ‘f kR

However, we are still facing the issue of calculating the scattering amplitude from the Lippman-
Schwinger equation which seems to require that the solution is already solved for in its formula-
tion. Things brings us to the approximation method known as the Born approzximation.

(4.23)

§4.2 The Born Approximation

The Born approximation asserts that the scatterer is weak and only perturbs the incoming wave
slightly, so the lowest order version of this approximation is done by replacing the wavefunction
in the integrand with just the incoming plane wave solution which gives:

FOG by = 2 /d3x’exp (i(EfE’yf’) V(@"). (4.24)

2mh?

The integral above is in fact just the Fourier transform of the potential! As a first pass, we
consider a spherical symmetric potential for which we can write:

27
FOG) = — 27r712/ er/ dqb/ d(cos 0)e' "< 0V (1)

= h2 rV(r) sin(qr)dr

(4.25)

—

where ¢ = k — k'. An example of a spherically symmetric potential is the Yukawa potential
written as:

V(r)=——e " (4.26)

= e =2 (1) (427)

Even though it may suffice in some cases to only consider the first-order approximation, most
actual cases require higher order correction to the lowest-order approximation done above. This
is usually done with a multiple scattering series:

f= f(l) + f(2) + f(3) 4+ (4.28)

for which we can construct a representation of the probability scattering transition terms in what
is known as a T-matriz. This is a little more involved for which the precursor is first knowing
what each of the terms in the multiple scattering series looks like. For starters, the second-order
correction above is given by:

@ = -3 h2 /d3:c”e_igl'f/V(f’)/d?’acG(f,gE")V(f’)e“;‘f, (4.29)
m

which accounts for all 2-component scattering processes.
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§4.3 Alternative Formulation of Scattering
Here, we are going to consider an alternative approach to scattering problems by directly solving

the derivative form of the Schrodinger equation. We again assume that the potential is time-
indepdent, for which we want to find solutions to:

R,
5.V V| 00 = Bol (430)

such that ¢ (7) is regular as r — oo and r» — 0. For completeness, let’s have a little refresher of
the derivations for the radial solution Rgy and spherical harmonics Y.

Central Potentials:

In spherical coordinates, the Laplacian on an arbitrary wavefunction 1 is given as:
1 02 1 1 0 0 1 02
Vip=-— — [ —— e -t ———— 4.31

v r Or? (r) + e <sin9 20 ™" 90 + sin” # 6¢>2) v (431)
As such, the full Schrodinger equation with a central potential in spherical coordinates is
given by:
h2[182 1<18,8 1 92

— — sin @

;8r2r r2 \ sin6 90 90 + sin® HWH PV =By (452

“2m

It can be shown that:

PR RN N

90 sin? 0 092

Tsin0o0 90 (433)

where L is the angular momentum operators with their respective eigenfunctions are then:

L= (ﬁw, ﬁy,ﬁz) (4.34)
Ly = §p. — 2py, Ly = 2py — 3p., L. =Py — Gbo (4.35)
Lo = hmibgn,  meR (4.36)
Lo, = PP+ Do |, £E€R (4.37)

As such, the Schriodinger equation reduces to:
2 2 2
1Oyt 271:721” + V() = By (4.38)
for which if we choose a separable ansatz 1(r,0,¢) = Rpi(1)Yen(0,¢) with Y, (0, ¢)
being eigenstates of E27 we get:
_ﬁl d? (rRgy) R20(0+ 1)
2mr  dr? 2mr?
From here, we see that all the spherical harmonics Yy, cancel out to give:
_ B? d* (rRge) = h2(0+1)
2m  dr? 2mr?

Yom + ReeYem + V(r)ReeYeom = ERgeYem  (4.39)

(’l"REg) S V(T) (TREz) =F (TREz) (4.40)
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And if we define ugy(r) = rRge(r), we get:

h? d*uge(r)

Co2m dr?

R2(0+ 1)

2mr?

V(r)+ upe(r) = E - uge(r) (4.41)

The 2 boxed results constitute the radial and angular equations for a general central
potential.

Back to scattering, we now use asymptotic analysis of the regularity conditions on ¢ (7) to see
that we can construct an ansatz far away from the scatterer of the form:

- R eikr
lim 9 (7) ~ 7 + fi(k, k')
r

T—00

(4.42)

where k = /2uFE/h? is the de Broglie wave-vector and primes denote post-scattering variables.
We again assert that the potential is short-ranged, where we do not assume any particular form
for V(7). Without loss of generality, we can take kK = 2. This ansatz is illustrated in figure 4.1
below.

eikr/T.

Detector

Scatteriﬁg Center

Figure 4.1: Scattering stationary solution.

We can now ask, what are the good quantum numbers to describe our wavefunction? Let’s
once again consider a spherically symmetric potential for simplicity. For spherically symmetric
potentials, we have that the appropriate quantum numbers are {E, [, m;}. As such, we can write
the wavefunction in terms of a radial part dependent on E and [, and an angular part that
depends on [ and my:

w(F) = RE,l(T)}/l,m(ev ¢)a (443)

where Rp; = ug,/r satisfies the radial Scrédinger equation given as:

h? R+ 1)

_Zu,é’l(r) + {2[”2 + V(r)} ug(r) = Eug(r). (4.44)
As such, we can construct a general solution by linear combinations of these separable solutions
as:

0e(0) = 3 Af M2 ) (1.45)
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We notice that the radial equation is in fact a 1-dimensional differential equation, so let’s start
but first drawing intuition from scattering in 1D.

1D Scattering and Phase Shifts:

Consider the finite-range potential with a hard wall as illustrated below.

\%

Finite-
Range
Potential

Slbocccococosos

Figure 4.2: 1D Finite-Range Potential with a Hard-Wall

Recall that for the potential above, we required an odd function which vanishes at the
origin O. The ansatz for the wavefunction for r > a would thus be:

o(z) = Nsin(kz) = % (ei’” — e_i’”) (4.46)
with N being the normalization factor, e’** the outgoing wave and e~*** the ingoing
wave. This would be fine if there were just a hard-wall potential, but because of the
non-trivial finite-range potential in 0 < r < a, it must be modified. 2 considerations for
this:

1. The outgoing term is required to be modified since it scatters off the finite-range
potential.
2. Probability must be conserved upon modification of the ansatz.
This leads us to modify the outgoing wave with just a phase shift:

w(x) _ % (eikx62i5k o efikx) (447)

Remember this result as we now look at scattering in 3D. This will be an invaluable tool
for us.

Back to the radial equation, remember again that we are looking for solutions where r > ry. In

this regime, we can look for solutions where V(r) =0 and E = h; fff:
R dPupe(r)  H2(0+1) h2k?
C2m dr? 2mr? uge(r) = 2m upe(r)
2 I(+1) 5
= [—drz + 2 } upe(r) = k“uge(r) (4.48)
? I(l+1) B
= |:dp2 p } upe(p) =upe(p) | p=kr

Since we can do a change of variable to eliminate k2, the energy for this system is not quantized.
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It works out that solutions to the boxed equation (4.48) above are linear combinations of spherical
Bessel functions:

upe(p) = Aepje(p) + Bepne(p) (4.49)

remembering that p is already a function of k which directly related to the energy E, hence the
subscripts in ugy.

Spherical Bessel Functions:

Spherical Bessel functions are canonical solutions to solving the radial portion of the
Helmholtz equation, (V2 + k2) A=0:

d? d
2 d{;) +2r ";Sf") +[r? =11+ 1)) f(r)=0
& 2d Ii+1) it
+ - 20+ ey = s
These solutions have the form:
.
1
Gi(r) = (=r)! (d) sm(r)’ “Spherical Bessel Functions”
rdr r
l (4.51)
1
ny(r) = —(=r)! (j) COS(T), “Spherical Neumann Functions”
rdr r

and are related to the ordinary Bessel functions of the first kind by the relations:

() =\ 2y (0
(4.52)
m(r) = () 20y 0)

Note that ny(r) diverges / is singular at the origin (r = 0) while j;(r) does not / is
non-singular. The large radius limit (r — oco) of these functions go like:

(4.53)

We will now see that scattering amplitudes can actually be computed in terms of phase shifts.
Knowing that the plane wave e’** = e?7c%0 is a solution to equation (4.48), it must then be
constituted of linear combinations of spherical Bessel functions:

eik'rcose = Z Aym, [A/jg(k’l’) + ané(kr)} nm(oa (b) (454)
£=0

A few things to notice before we proceed.
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e Remembering that we are working with a spherically symmetric potential, and since we
have chosen an axis for the incoming wave to propagate (z-axis), we can deduce that the
¢ (azimuthal) dependence is irrelevant (z = r cos 6 is independent of ¢ = m = 0).

e Plane wave solutions have no divergences at the origin, so we cannot include the spherical
Neumann functions in the solution for e***.

With these in mind, our expansion simpifies to:

eikrcos«‘) — Z aeerjE(k'T)}/ZO(e)' (455)
£=0

It then works out that the agyA, coefficients work out to give:

oot /IS i)VATTT Yo (6) o (kr) (456)
£=0

So we see that a plane wave can be built as in infinite sum of partial waves (Each term in £)
where each partial wave is an exact solution to (4.48).

84.3.1 Low-Energy Scattering

We are now going to look at scattering that occurs specifically in the low-energy limit (all
scattering that occurs is elastic / single-channel scattering). We start by again asserting that
r > ro has V(r) ~ 0. That renders our radial equation as:

h? d? I+ 1A% h2K?
|:_2udT’2 + 202 ~ om ] ug(r)=0 (4.57)

This produces 2 possible solutions which are spherical Bessel and Neumann functions:

20 .
fei(r) = 7Tth(lm‘)j;(kr% regular at r =0 (4.58)
(r) = 21 (kr)ni(kr), irregular at r =0 (4.59)
gei\r) = T2k l ) g = .

Bessel and Neumann functions are really just oscillatory functions with a decay envelop. These so-
lutions are not normalizable since they are scattering solutions, and so the pre-factors (1/2u/mh?k)
in front of these solutions are there for energy normalization. These solutions are orthonormal
with respect to different energies:

/fEl(T)fE/l(T)dT = 5(E — El)
(4.60)

/gEl(T)gE/z(r)dr =6(E—-E).

In the region where r > rg, there will be a regime whereby kr < 1 (low-energy and r > rg but
not large enough to make kr large) and another where kr > 1 (low-energy and r large enough
to make kr large). This is illustrated in figure 4.3 below.
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Figure 4.3: Regions of interest for ug ().

In both these regimes, we can find very good approximate analytical solutions to fg; and gg;.
First note that our radial solution can then be written as:

upr = Aifei(r) + Bigmi(r)
= Oy [fmi(r) cos &y — ggi(r) sin 6] (4.61)

where a; = \/A? + B? and tand; = —B;/A;. It turns out that the 2 forms above are completely
equivalent.

Note: The zero energy solution of the radial equation is given by:

&

ugy(r) = artt + I (4.62)
Now we list the solutions in the corresponding regimes below.
1. kr < 1 regime:
, (kr)itt
k kr)~ ——— 4.63
o (2-1n
(kr)n(kr) = T (4.64)
Substituting our analytical approximations, we get:
2 [ (kr)ttt (20— 1)1 |
~ C ————— 080, + ———— sin§, 4.65
uen(r) ~ O\ ey {(21 T (S T (4.65)
Then if we impose ug(kr < 1) = ug;, we arrive at:
B (k)1 B (20— |
a = Olm COSs 6[7 ,8 = —CZW Sin 5[ (466)
i L2141
tand; = —— 4.
O R N OIS ST TR T (4.67)

where we have k2*1/(20 +1)!!(2] — 1)!! is universal whereas 3/« depends on the regime we
are in. This dependence on k is known as the Wigner’s threshold law.
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2. kr > 1 regime:

(kr)ju(kr) ~ sin (kr - 7;[) (4.68)
(kr)mu(kr) ~ — cos (kr - 7;) (4.69)

Substituting our analytical approximations, we get:

up = Cpy/ % sin <kr - %l + 5l> (4.70)

Which are oscillatory solutions, much like a plane wave scattering off a hard wall in 1D.

We call §; the scattering phase shift, because this just tells us that at large distances, scattering
off the scattering center simply results in a phase shift between the incoming and outgoing
wavefunction. Looking again at the kr < 1 regime, we had:

1 tanél/kﬂﬂ
YELT Q)T gt (4.71)
. tand;
= | (@) = = Jim o (4.72)

where in the boxed equation above, we call a; the l-wave scattering length (I is a variable and
could represent any order of scattering, s,p,d, f,...), with the definition simply stemming from
the fact that we notice a length dimensional quantity and take the low-energy limit of it. A
commonly used result is the s-wave (I = 0) scattering length which is then just:

tan dg

ag = — lim

k=0 k (4.73)

Let’s now look at the general form of these low-energy, single-channel scattering solutions. The
first bit of intuition is that when we have a very deep potential well, the wavefunction would
oscillate greatly (~ due to high kinetic energies). Let’s look again at our radial solutions at long
ranges in the 2 possible regimes of kr:

1 a' ™! I+1
(kr <1): ug(r) ~ O + | 7 (4.74)
l
(kr>1): ug ~sin (kr - % + 51) (4.75)

So we can look at the [ = 0 case, and have a solution that which takes a form that looks something
that presented in figure 4.4 below.
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Vi(r)
- ~r+a 0 ~sin(kr—§))
/3// /3// r
3 3 up(r)
<) (>

Figure 4.4: [ = 0 form of solution

where in the case of negative scattering length (a < 0, corresponding to attractive potentials), we
just have the slope in the region where kr < 1 being negative (downward sloping). In practice,
to get solutions to the wavefunction in the region where r is around the range of ry, we use
numerical methods (e.g. Runge-Kutta 4th order solver) given initial conditions {ug, uz}. In
general, we have the expression:

W (1) fr(r) cosd; — gy sind;
= . (4.76)
ugi(r)  fei(r)cosd — gmisindy |, _,.
Wfe, up]
= |[tand; = 4.77
"7 Wlgm, ug) - (4.77)
where W[ , | is the Wronskian defined as Wa,b] = ab’ — a’b and r* is known as the matching

distance, that is the distance beyond which the asymptotic solutions become good approxima-
tions.

Note: With this, we can prove the Wigner threshold law which tells us that as k& — 0,
then tan §; ~ k2+1.

We are now going to consider the problem of scattering off a finite-square well. Before we get to
this, it is worth while taking an aside to consider the concept of an effective range of the potential.
We start from the definition of the scattering length (equation 4.72) and add correction terms
without taking the limit of k& — oo and consider terms in varying order of k:

1 1
—kcotd = = — —regk® + ... 4.
co . 2r gk® + (4.78)

where r.g is defined as the effective range. This is a quantity that tells us how much our
observable will change when we vary the energy (what the energy dependence of the system is
since it is attached to k?). The effective range will also allow us a way to characterize resonances
(e.g. Feshbach resonances).

Example:
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@) 7o

_VO

Figure 4.5: 1D Square-Well Scattering Potential

Consider the potential now with a hard wall and attractive square-well:

00, r<0
V(T‘) = —Vv()7 r<rg (479)
0, T >T

For this question, we will be looking at the analysis for [ = 0. Before we dive into solving
this problem, we remark that there is often times a regime where parameters can be tuned
such that the s-wave scattering becomes extremely large. This interestingly can lead to
a bound state. To see this, we first get intuition by considering a repulsive potential:

00, r<0
V(T‘) = +VO7 r< To (480)
0, r >

with effective range r¢, such that within this range, we have:

h2q2
where ¢ is the wave-vector that is less than k (the wave-vector of a free particle with
energy F). This suppression of the wave-vector within the potential range causes the
wavelength of the wavefunction in this region to increase. The s-wave scattering length
turns out to be the radius at which free-particle wavefunction is projected into the region
r < 19, given that the wavefunctions within and external to the potential are continuous
at 7 = rg. Now we can ask, what if we were able to engineer the system such that we

instead had an attractive potential? In this case, the matching described above to get
the s-wave scattering length then increases the scattering length as the well gets deeper!

E-V

; (4.81)

We now solve this system formally. We will split analysis for this into 2 parts, one where
E > 0 and the other for £ < 0. Consider first the case where the energy is £ > 0.
1. £E>0:
For this problem, we will have 2 wave numbers:

2uE

>0 kQZ% (4.82)
2u(E + V¢

r<ro: 52:M (4.83)

hQ
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So we have that:

r<rg: uge(r)= %(Iﬂ“)jo(ﬁ’l‘) (4.84)
r>ro: faolr) = || o (kr)jokr)

(4.85)

gr1(r) = \| gz (kr)mo((r)

because in the r < rg region, we must have that the wavefunction be regular at
r = 0. So taking the Wronskian formula once again to find the phase shift, we get
the expression for £ — 0 to be:

k
tan dg = —kro + — tan(koro) (4.86)
Ko
t
= |q=n,_ f2n(soro) (4.87)
Ko

where Ii% = 2uVy/ h2. This expression tells us that a diverges whenever kgrg =
nm + w/2, which indeed corresponds to creation of bound states in the potential
welll Note that increasing values of ko implies that we are making the potential
well deeper.

. E<O:

Now we consider £ < 0 solutions (when [ = 0). We use the same procedure but
now:

r<ro: uge(r)= Asin(kr) (4.88)
r>rg: hgo(r) = Be ™" (4.89)

where now, k? = 2u|E|/h? and we just named another function hgg since it is not
the Bessel function solution. Then plugging into the Wronskian formula for the

phase shift, we get:
\/ K3 — k2 cot [rm/,‘i% - k2] =—k (4.90)

This is a transcendental equation and number of intersections between the functions
on the RHS and LHS of the expression above gives us the number of bound states.
Notice that in the limit where ko > k, we get:

— k = kg cot [koro]

= tan(koro) & —%
1
N azro——<—@) (4.91)
avy) k
1
= k=
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From this, we plug this into the equation for the energy involving & which gives us:

(4.92)

Then if we further assert that the s-wave scattering length a is much larger than
the range of the potential rg, we get:

52
E=-— 202 (4.93)

This is in fact a “universal” result.

That is to say, whenever we have a single channel scattering system which
incoming particle having an energy close to zero in relation to the depth
of the potential well, then the energy would go like ~ 1/a? as long as the
scattering length is much greater than the range of the potential.

States with [ = 0 for which majority of the wavefunction exists outside the classically
forbidden region (due to the lack of an angular momentum barrier) despite having
insufficient energy classically are known as halo states.

Note: We can actually compute this analytically for the square-well scattering problem.
This works out to be:
7’8 1

—— (4.94)

Tef =70 |1 — =
¢ 3a?  Kgarg

84.3.2 Scattering Cross-Sections

Earlier we have seen that to derive scattering, we first look at the wavefunction in the very large
limit (kr > 1), where we arrived at the partial wave expansion expression:

1 20\ . l
Vg ~ . ZAlﬁmYzm(gv o) (71'71%6) sin (k‘r - g + (5l>. (4.95)
l,m

The goal of writing this was to compare this result to specific scattering problems (also in the
kr > 1 regime) which would take the general form:

vp =™+ f(K, k)

(4.96)

The scattering amplitude function would now have matrix elements <IA£'

flk k) ‘12:> We now
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note the very useful identity:

—47rZzYlm )Yim (7)1 (k) (4.97)

which, in the kr > 1 regime, simplifies to:

kr — Iz
~47rZzYlm )Yim( )w. (4.98)

Substituting this into the general scattering solution and equating it to the partial wave expan-
sion, we get:

. sm(kr — 7) I
4”12’ Vi (5) Yo (1) —— 2= + (K, ) —
1 21 \'/* Ir (4.99)
:;;;Al’mYl (0, 9) <7rh2k> sm(kr—2+51>.
Now we also note the identites:
Y, () = <l%’ l,m>, Ylfn(fc) = <l,m’l;’>
zkr
= == k|l
J, Z< m> (4.100)

20 1/2 Im
Al,m (m) sin <k'l" — 5 + 51) — 4Tl'll <l,m Tr

In the above expression, the left-hand side only has outgoing waves whereas on the right-hand
side, there are both incoming and outgoing waves, which we can force to vanish. This grants us
that:

k> sin (kr — l;)] |

_ l 251 7 2/”’ _1/2
A, = 4Ami’e™ (I, m|k 2% (4.101)
T
which now allows us to find the scattering amplitude:
. s . A7 , .
<k’ FE B ‘k> =S <k’ z,m> S (e = 1) <lm’k>
lm

1 .
= ﬂ Z(2l + I)PI(COS 0)(62“% o 1)
l

(4.102)

o200 _ 1
= Zfl(Q) = Z(Zl + 1)P;(cos §) <2zk> .

l l
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So this allows us to compute the distribution of scattered particles based on phase shifts! With
this, we define the outgoing flux of scattered waves through a solid angle d2 as:

% F(Q)2de, (4.103)

with units of [~ L3/T] where hk/u acts as a velocity term. The incoming flux through a solid
angle d€2 would then simply be iik/u [~ L/T]. The differential cross section do is then:

do — Queoing w200 (4.104)

incoming flux

and total cross-section given as:

27 s
U:/O d¢>/0 sin 0] £(2)[2d0

_ T 26, 12
=3 zl:(zu 1le 1] (4.105)

4
= |o= k72r (20 + 1) sin 25, = Zal
1

This allows us another means to see why only s-wave scattering is dominant in the low energy
(k < 1) limit. We saw earlier that §; ~ k2! in the low energy regime, so we get;

o= o ~1+ekt+ok®+. .. (4.106)
l

and since k < 1, all the higher order terms drop out and only the [ = 0 term is relevant. Now
consider the probability flux:

= 5 VY =0V, (4.107)

kz

the incoming flux for ¥incoming = e"** would be given by:

- hk
Jincoming =——%, (4108)

whereas for the outgoing wave Youtgoing = f(0, ¢)e’*" /r, the flux would be:

2 fk (4.109)

tfoutgoing = |f(9; ¢)| W )

so we get:

2| 7 -
d r Jout oing * T
= S s (4.110)

Jincoming
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§4.3.3 The Fermi Pseudopotential

We are now going to discuss a useful approximation of the potential function of scatterers in
certain regimes. A useful references on this concept can be found in the journal articles Am.
J. Phys. 52, 695 (1984). Enrico Fermi proposed (which was later experimentally verified) that
scatterers in the ultracold (low-energy) regime can actually just be modeled by a J-function
along with an associated s-wave scattering length. Under this approximation scheme, having just
the scattering length is extremely useful for simplifying scattering problems with complicated
scattering geometries (potential functions are complicated). This model was first proposed when
Fermi was modeling the perturbative effects of a foreign gas (e.g. He) on Rydberg atoms (large
alkali atoms, e.g. Na) and its line spectra. This was in light of the experiments done by Amaldi
and Segre. It was found that in the presence of foreign gases with no permanent electric dipole
moments, the line spectra experienced blue shifting, which could only be a result of scattering
processes.

The physical picture is as follows. Firstly, Rydberg atoms are large with a single outermost
electron. Due to the effective charge screening effects the electronic configuration has on the
outermost electron, the outermost electron feels a potential likened to that of a Hydrogen atom
which some effective nuclear charge (figure 4.6). The size of the atom however, causes the
Coulombic attraction on the outermost electron to be suppresed, hence it is weakly bound. This
implies than the electron wavefunction has a very large de Broglie wavelength. The Rydberg
atoms are taken to be far spaced from each other, so the potential landscape U, experienced by
the outermost electrons due to other Rydberg atoms is slowly varying. However, the foreign gas
atoms have deep and narrow potentials V;, with effective range p, when these Rydberg atoms
scatter off them (contact interactions). This renders the Schrodinger equation:

2m
V2w+§ E—U—ZV;— Y = 0. (4.111)

Since the electrons have a long de Broglie wavelength A\gp, we then consider an approximate
wavefunction 1) that is constant over spatial regions much smaller than \gg, but large enough
that there are a significant number of foreign gas atoms. In this region, we move into the frame of
one of these foreign atoms which renders the radial solution a complicated function in the region
r < p, but roughly constant outside. Radial solutions are usually considered via u(r) = rR(r), so
the constant region is now linear in r, for which we extrapolate it illustrated in figure 4.7.

u(r)

- T T~ [ _-

/ \ ey

V/\ A
i T
AN . (r<p) (r>p)

Figure 4.6: Outermost electron of a sodium Ry- Figure 4.7: Sketch of the radial solution @(r), in
dberg atom. the scatterer frame.
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The solution can now be written as:

u(r) = (r+ a). (4.112)

The radial Schrédinger equation now becomes:

_2m

u'(r) = = u(r)

(U—E)+)_ Vi

(3

(4.113)

Consider just one foreign atom, we can integrate the equation above, considering a spatial average
over the scattering potential and wavefunction V1 and plug in the linear ansatz to get:

dmru’ (1) 2m / d>rVa

TR
2
N / PV = 2T (4.114)
m
ormah?
= Vp(r) = ”:; 53(7).

This is the resulting form of the Fermi-pseudopotential. More generally, a system with multiple
scatterers is given as:

2
Vr(r) = %ih PIERGEEOI (4.115)

In summary, the Fermi-pseudopotential is a simplified model of the potential function designed
to satisfy the scattering phase-shift and energy properties of the true potential function within
the relevant low-energy regime.

Note: This potential leads to some less than desirable behaviours (too singular) in certain
applications. This was fixed by Huang and Yang in 1957 (Phys. Rev. 105, 767) via the
form:

_ Arh’a d

V(r) o 5(7*’)$(r), (4.116)

where the parenthesis on the r after the derivative indicates that the derivative and r act
together as an operator:

7 2CL
V() = 5605 (i) (@117

This is known as a regularized Fermi pseudopotential.
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84.3.4 Feshbach Resonances

Feshbach resonances arise in low-energy collisions of atoms / molecules. Under certain conditions,
the colliding atoms will “stick together” in an unstable compound for a finite lifetime (known
as a resonance). In particular, a Feshbach resonance is said to occur when the kinetic energy
of the incoming scatterer matches the bound state of an interatomic potential of the colliding
pair.

To understand this, we first notice that there are 2 potential energy curves we need to consider
in this process.

1. The potential energy associated to the free atom, without the presence of any other scat-
terers in the vicinity. This is known as the background potential.

2. The potential energy that arises from exchange interactions of 2 atoms close together,
resulting in a hyperfine structure.

The language used to refer to these potentials is “channels”. Channels which have energy (in the
region 1 >> rog) larger than the energy of the incoming scatterer as said to be closed. Whereas
channels with lower energies are said to be open. An illustration of the potential energy functions
for 2-channels is given in figure 4.8.

closed channel

entrance channel or
open channel

Y

Atomic separation R

Figure 4.8: Potential energies for a 2-channel scattering process. V. is the closed channel potential
whereas Vig the background (open) channel.

Note: In general, systems can have several closed and open channels, for which the
spectrum can be very complicated. However, we will restrict our study to 2 channels for
the purposes of understanding Feshbach resonances at the most basic level.

Now consider 2 scatterers, both of which incoming in the open channel (sometimes also referred
to as the entrance channel). Each of these channels of course obey the Schrodinger’s equation,
but can have channel couplings between them, so we write:

[T+ Vig(r) = B g (r) + g(r)ete(r) = 0 (4.118)

[T +Vo(r) — E} belr) + g(r) g (r) =0, (4.119)

where T is the kinetic energy operator. We now consider a complete set of solutions for the
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closed channel potential {¢)""}, each solution denoted by m. In other words, we have:

[T +VL(r) — Em} Y (r) =0

4.120
= ) = Y e (o). 120)
Plugging this expansion solution into the couple equation gives:
(Em = E)am = = (4" (1) 9(r) [¢e(r))
(¥ ()l 9(r) [e(r)) (4.121)

= = —
@ E, —E

As mentioned, a resonance occurs when the entrance channel energy matches one of the closed
channel boundstates, for which if we assume this, this implies that the boundstate associated to
this energy will be amplified. As such, a resonance implies one value of «,,, = o™ will contribute
most significantly to the solution, giving us:

_ Wi (r)lg(r) [ve(r))
E*—E

Ye(r) = Ya(r), (4.122)

indeed showing that on resonance (when E matches E*), we get that the amplitude becomes
unboundedly large. Of course in a actuality, the wavefunction remains finite even on resonance
when we include the other correction terms. Attempting to plug this solution back into the
coupled system would leave us with a difficult equation to solve comprehensively, instead it is
better to model the effects of the resonance by choosing an ansatz which gives rise to the expected
behaviors and ensuring that it mathematically satisfies the Schédinger equation.

We can characterize a resonance in terms of its phase shift (which leads to things like the time-
delay and scattering lengths). Ideally, we want to separate the phase shift into 2 parts:

0 = Obg + Ores, (4.123)
where 0y is the phase-shift expected from non-resonant scattering (in the presence of the back-

ground channel) and d,¢ is the resonance associated phase shift. It turns out that a good model
for the phase shifts near resonances is known as the Breit- Wigner lineshape:

E— FE*

5(E) =5b9+tan_1< L/2 ) ) (4.124)

T corresponds to the lifetime of the molecular (resonance) state which is proportional to the
matrix element (% (r)| g(r) |¢e(r)). From this, we can get the s-wave scattering length a using
the formula:

a = —lim tand
k=0 k
~ — Tim [tanébg r/2 }
T hso| k k(E* — E) (4.125)
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defining aps = — Ilim % and once again defining A such that it is proportional to matrix
—

0
element (X ()] g(r) [te(r)). In the low energy regime, we have that this result reduces to

A
a = Qbg (1 + +E*> . (4.126)

In experimental set-ups, the energy of the entrance channel can be tuned via varying the external
magnetic field or optical methods. For magnetic field methods, we get the plot in figure 4.9.

(B-B,)/A

Figure 4.9: Plots of scattering vs magnetic field.

Keep in mind that this is a model, in actual experimental results, the plot is not discontin-
uous at the resonant value of By, but follows the Breit-Wigner lineshape solution behavior
elsewhere.

84.4 Matter Waves

In the proceeding discussions, we are going to consider a low-temperature regime whereby we
enter a regime where quantum statistics are significant. Such systems are experimentally achiev-
able due to advances in laser cooling and trapping (which won the Nobel prize in 1997). In
sufficiently cold regimes, we observe new phases of matter such as the Bose-Finstein condensate
(BEC).

Before we get to this, we first consider a classical gas at room temperature. At such high
temperatures, the gas consists of classical atoms that move at around 300 m/s, and interact via
hardsphere contact interactions. However, if we decrease the temperature to the point where
p?/2m =~ kpT, we need to start considering the wave (quantum) behaviour of the constituent
particles. We characterize this with the thermal de Broglie wavelength of the particles goes

like:
| 2mh?
Aop = 4.127
dB kaTa ( )

for which if this becomes on the order of the particle separation (n)\g g ~ 1), the system exhibits
exotic behaviors (e.g. Bose-Einstein condensation for a system of bosons). The BEC is as
mentioned, a phase of matter and manifest below a transition temperature 7.. More specifically,
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a BEC is defined by the system having a macroscopic number of particles in the quantum
groundstate (first proposed by Bose and Einstein in 1924 and 1925 respectively, then realized
experimentally by Cornell, Wieman and Ketterle in 1995). Rb and Na atoms were the first to
be condensed to the BEC phase.

Of course, creating a BEC is an extremely difficult task. A major challenge is that we require
a very high phase-space density of the gas (n)\zB ~ 1) but simultaneously, we also require
that the gas is sufficiently dilute so that the particles are weakly interacting (to prevent the
formation a solid or superfluid instead, which has large quantum depletion). Another concern
of the diluteness is that we want to minimize the presence of molecular resonances and 3-body
recombination effects. To prevent this, we want to spin-polarize the atoms to limit the availability
of such bound states. This thus necessitates that the system be below the critical temperature to
even consider just a metastable BEC. Such critical temperatures are on the order of nano-Kelvin
temperatures, which are extremely low (temperature of deep space is around 3K). To achieve
this, there are several techniques.

1. Laser Cooling (Doppler Cooling):

This technique allows for cooling of a system to the micro-Kelvin scale. The premise of
this is process is that we first radiate the atoms with photons such that they resonantly
absorb them. By conservation of momentum, this causes the atoms to slow down. So if we
precisely and systematically repeat this process, we can progressively cool this system. By
construction of the process, this process is also known as Doppler cooling.

However, this cooling process is limited due to the fact that these atoms would radiate
the absorbed photons stochastically. This stochastic process on average would result in
some minimum thermal energy, so the minimum temperature of laser cooling is set by this
process.

2. Evaporative Cooling:

Another cooling process is known as evaporative cooling. To do this, we first trap the atoms
in an optical trap. We then change the magnetic field applied such that the atoms with
higher momentum escape from the trap, leaving atoms that have a lower energy on average.

In practice, a BEC is actualized using both the cooling processes above, starting with laser
cooling then applying evaporative cooling techniques. Now we can ask, how do we detect a
BEC? There are 2 commonly adopted techniques which we briefly talk about below.

1. Time-of-Flight Imaging:

The first way is by observing the expansion of the gas when we release it from the trap.
If the gas would be thermal, the gas constituents would have very high momenta and so
would cause the gas to expand rapidly. However, a BEC on the other hand would remain
much more localized after the trap is turned off. So what we can do is image the gas over
time after the release of the trap and measure the the rate of expansion, known as its
time-of-flight.

2. Persistence of Anisotropy:

Another means to observe that a system has phased transitioned to a BEC is by imaging
the density profile after confinement in an anisotropic trap. To do this, the BEC is initially
trapped anisotropically (such as a cylindrically symmetric trap), then let to freely evolve
(trap is turned off). If the gas were to be thermal, the expansion would quickly become
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isotropic following the Boltzmann H-theorem. However, a BEC would retain the trap
anisotropy for longer times.

84.4.1 Bose-Einstein Statistics

We are now going to study a little more formally the properties of a BEC. To begin, the assertion
of quantum statistics (bosons vs fermions) is that all identical particles are indistinguishable.
Bosons are characterized by having integer spins, whereas fermions having half-integer spins.
The assertion of indistinguishability has profound implications on the statistics of the system,
such as the permutation statistics of particle configurations. For instance, consider consider
grouping 10 particles evenly into 2 boxes. If the particles are distinguishable, there are '0Cs
ways to do this. On the other hand, there is only one way of doing so if the particles are
indistinguishable!

In the setting of statistical mechanics, we have that indistinguishable bosons will have a distri-
bution of being in some given energy state as:

1

= SE— =T (4.128)

n;

where 8 = 1/(kgT). This is known as a Bose-FEinstein distribution. In the limit of high tem-
peratures, this distribution simplifies to just a Boltzmann factor. However, if we consider a
system where we lower the chemical potential such that it reaches the lowest possible energy Ej,
(groundstate energy), this in facts leads to a macroscopic population of particles in the ground-
state. This occurs when the temperature falls below a critical temperature 7., and results in a
Bose-Einsten condensation.

Definition 4.4.1. Critical Temperature, T.: The temperature above which, all particles
are in an excited state.

To actually calculate this critical temperature so we know what fraction of particles we can
get into the BEC state, a key concept for us is the density of state, which we have derived to
be:

2
D(E)dE:M;iigdp
v (4.129)
_ 4nVpidp
= PE="ggm

where V' is the volume. With this, we can consider the total number of states with all energies
above the groundstate energy is given by:
47V [~ VEdE

N,y = 7 41
hB Eo eﬁE -1 ( 30)

then with the appropriate change of variables, we can get:

- 47TV 3/2 /OO Uzdu o 47TV 3/2
Now= G5 1% [ o1 = 5 T T

T 3/2
= Nex =N (T‘c> )

(4.131)
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where I' is the gamma function, € is the Rieman-Zeta function and T, is defined by the evaluation
of the integral and parameters of the physical system. As such, we get that the number of particles
in the groundstate, computed by N — N, is given by:

T\ 3/2
Ny =N [1 — (T) (4.132)
Harmonically Trapped BECs
Now let us consider a BEC in a harmnonic trap:
1
U(r) = 3 (wor? + wyy? + w,2?) . (4.133)

To get the density of states, we consider the volume this system would occupy in phase-space.
We see from the form of the conjugate variables, that the volume would be a hyper-ellipsoid. So
the phase-space hyper-volume, and hence density of states would be proportional to:

E2
D(E) o ————
W Wyl
= N.xT3 /oo ﬂ
= o exp(u)—1
T\3 (4.134)
= N =N|{—
(%)

There also exists other interesting trapping geometries which can lead to the number of particles
in the groundstate having different temperature dependencies (e.g. box traps).

84.4.2 Quantum Theory of an Interacting Bose Gas

Now, we consider a system in which all particles have reached a bose-condensed state. We are
now going to try and write down a Hamiltonian that describes the dynamics of this system. In
general, we can write the Hamiltonian in terms of its first quantization formalism as:

N o152
EEDY [;’Jrv(ﬁ)} ) Vi (7 — 7). (4.135)
=1 LA i,
with solutions ¢ = ¢(7,...,7y). The first simplification is to approximate the interaction

potential Vi, (72’, — 723), with the Fermi-pseudopotential. To make further progress however, we
require the formalism of second quantization, in which we use quantum fields operators. Second
quantization reframes the problem from traditional quantum mechanics by asking “how many
particles occupy a particular quantum state/mode”, instead of “how many quantum states can
we retrieve from a given quantum system”.



CHAPTER 4. QUANTUM SCATTERING 82

The first step is to construct operators that “create” particles in a particular state as bt (7), and

an operators that “annihilate” particle in that state as ZA)(F) These operators have commutation
relations which are governed by the quantum statistics of the particles.

1. Bosons: {Bc,BH = 0¢,¢r;

These act on states as:

Ve + 10k na,na, . me +1,.00) (4.136)
I;C |n1,n2,...,ng,...> = /1¢ Bz |n1,n2,...,n4 — 1,...>. (4137)

62 [ni,no, ... ne, ...

2. Fermions: {fofg} = d¢.cr,

where the subscript { denotes the mode index and we adopt the notation of f for fermions instead
of b that is for bosons. The commutator relations above encode the Pauli exclusion principle for
fermions, so this is implicit in its construction. From now on, we will be working with bosons.
At this points, we can then define a field operator over real-space by a Fourier transform which
annihilates a particle in state |k):

S R
() = NG Xk: by. (4.138)

The creating version of this is just its dagger. These follow the commutation relation:
[0, 61(7)] = (7= 7). (4.139)

The operators follow the completeness relation:

/ a1 = S bthe = N, (4.140)
¢

and the Heisenberg equation of motion:

- R, A
= (T + D) (4.141)

With this, we can then recast the first-qunatization Hamiltonian into second-quantized form
as:

=
|
—
[SH
w
S
=
3
‘m
[\v]
_|_
<
S)
<,

A+ 3 [dr [ 80 S0~ 30050 |
(4.142)

This Hamiltonian is a real beast to solve exactly, however the dilute limit of a gas allows us to
assert certain approximations which makes things easier to deal with. A relative simple case is
considering the zero-temperature limit. In this case, we have that all particle will occupy the
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same quantum groundstate. So if we have a harmonically trapped gas, all particles will have the
position-space wavefunction written as:

1 22 2 22
(1) = n3/4 faaya, P < 202 ) ’ (4149

where a; = \/h/(mw;) are the harmonic oscillator length scales. So in the second quantization
picture, we have a non-interacting gas being solved by the wavefunction:

(bh)™

VAT

) = [vac) . (4.144)

Now to include interactions for a zero-temperature dilute gas, we will use a mean-field approach.
This is valid in the regime where na® < 1, with n being the average density of the gas. This
approximates the interaction potential by a mean-field potential Uy, rendering the equation of
motion as:

0 - K2 o
iheth = (—mv2 + Virap + Uoww) P. (4.145)

Furthermore, we expect that in this regime, the field operator should be well approximated by
a classical coherent field, ¥ = v + 4. This approximation results in a nonlinear equation of
motion:

0 h?
gt = (~ o9 + Vo + Ualol?) | (4.146)

2m

known as the Gross-Pitaecvski equation. Counter to what traditional quantum mechanics asserts,
this is a nonlinear equation! This nonlinearity arises from the approximations made and turns
out to model a BEC exceedingly well. We note that the terms in this Hamiltonian have energy
scalings that go like:

h2
- %Vz + ‘/trap ~ ha]trap (4147)
Na
UOWJ|2 ~ hwtra;r (4148)
Qtrap

The second energy scaling tells us that even in a weakly interaction bose gas, there can be
significant mean-field effects!
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85 .1. EVALUATION OF THE INTEGRAL IN FERMI’S GOLDEN RULE

§.1 Evaluation of the Integral in Fermi’s Golden Rule

Recall that for the derivation of Fermi’s golden rule, we started with a harmonic perturbation
which led to an integral of the form:

I= /OO sin® (at) ;. (149)

2t

— 00

To evaluate this, we first do a change of variable v = xt which gives:
 sin? U 1 — cos(2u) du
oo U? 2u?
1— eZiu
= Re (P / 502 du)

where P is the Cauchy-principle value. We see that the integrand is ill-defined at uw = 0, so we
are going to do a contour integral by considering a closed contour S that wraps around the point
u =0 by an interval [—§, d], and makes a large arc at infinity. This gives us:

(150)

17622'11,
Jo = du =0 151
s= g (151)

We refer to the contour over the small arc around v = 0 as Sy and the contour at infinity (great
arc) as S7. So we have:

Is=1Ig, +1g,+1Is =0 (152)
where S’ accounts for all other contour segments. First we note that I, and Ig, vanish, so we

just need to consider I5 in the limit where § — 0 (compute the Cauchy principle value). To do
so, we define u = 6e*? which gives us:

] 1_e2iu
ISZ:%E% 2u? du
. o (153)
i [ L2006
=i g 070 =

indeed giving us the 7 that we hoped for (yum).


https://en.wikipedia.org/wiki/Cauchy_principal_value
http://mathworld.wolfram.com/ContourIntegration.html
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